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Kōsaku Takanashi

Faculty of Economics, Keio University

Abstract

The purpose of this paper is to provide the conditions for the convergence

of invariant measure obtained from numerical approximations to the exact

invariant measure. Santos and Peralta-Alva (2005) have studied the con-

vergence of computed invariant measure of economic models which cannot

be solved analytically and must be solved numerically or with some other

form of approximation. However, they assume that the state space is com-

pact and therefore, the support of the shock of dynamical system is assumed

to be bounded. This paper is to relax the compactness assumption for the

convergence of the approximated invariant measure.

1 Introduction

Most dynamic economic models do not have a closed-form analytical solution.

Therefore, the researcher rely on the numerical approximation when they evalute

the policy function from conditions of economic theory. Model’s policy functions
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1 INTRODUCTION 2

which are obtainable are approximated by numerical methods. The attainable in-

variant measure of economic dynamics is an approximated invariant measure as-

sociated with the approximated transition function rather than the exact invariant

measure implied by the exact transition function. The purpose of this paper is to

provide the conditions for the convergence of invariant measure obtained from

numerical simulations to the exact invariant measure.

Santos and Peralta-Alva (2005) have studied the convergence of computed in-

variant measure of economic models which cannot be solved analytically andmust

be solved numerically or with some other form of approximation (see also section

12.5 of Stokey and Lucas (1989)). However, they assume that the state space is

compact and therefore, the support of the shock of dynamical system is assumed

to be bounded. Although this assumption is standard in the numerical literature,

but this assumption excludes from the dynamical model the normal distribution

(see, Fernandez-Villaverde et al. (2006), Ackergerg et al. (2009)). Normally dis-

trubuted shock in the economic dynamics is important in the empirical studies in

which the evaluation of the likelihood is caluculated by the comprehensive use of

the Kalman-filter.

Recent works by Stachurski (2002), Nishimura and Stachurski (2005), Kami-

higashi (2007), Zhang (2007), Liao and Stachurski (2015) and Kamihigashi and

Stachurski (2016) study the asymptotic invariant measure of the stochastic neo-

classical growth model without compactness of the shocks and states. The pur-

pose of this paper is to relax the compactness assumption for the convergence of

the approximated invariant measure.

The rest of this paper is as follows. Section 2 gives the set-up of dynamical
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economicmodels and preliminary ofMarkov operator. Section 3 present and show

our result on the convergence of the invariant measure. Section 4 derive error

bounds for these approximations.

2 Model Set-up and Preliminaries

We follow a set of notations and models of Santos and Peralta-Alva (2005). The

equilibrium law of motion of the state variables can be specified by a dynamical

system of the form

st+1 = φ (st, εt+1) , t = 0, 1, 2, . . .

Here, st is a vector of state variables that characterize the evolution of the system.

The vector st belongs to a mesurable state space (S,S). We endow S with its

relative Borel σ−algebra, which we denote by S . The variable ε is an independent

and identically distributed shock which is defined on sample space (E, E). The

distribution of the shock ε is given by a stochastic kernel Q : S × E → [0, 1];

Q (s, A) is the probability of realizing the eventA ∈ E , given that the current state

is s ∈ S.

Given a random dynamical system, one should be able to define a transition

probability on the state space in the following way. Define the transition proba-

bility function as

P (s, A) = Q ({ε | φ (s, ε) ∈ A}) .
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We define a transition function P : S × S → [0, 1] by

P (s, A) = Q
(
s, φ−1 (A)

)
.

Let B (S) be the set of all bounded S-mesurable real valued functions on S with

sup norm |f | = supS |f (s)|. Markov operator associated with P is defined as

Tf (s) ≜
ˆ

f (t)P (s, dt) (2.1)

=

ˆ
f (φ (s, ε))Q (s, dε)

For any given initial condition µ0 on S, the evolution of future probabilities, {µn},

can be specified by the following operator T ∗ that takes the space

µn+1 = (T ∗µn) (A) =

ˆ
P (s, A)µn (ds)

for all A in S and n ≥ 0. The adjoint T ∗of T is defined by the formula

(T ∗µ) (A) =

ˆ
P (t, A)µ (dt) .

We maintain the following basic assumptions:

Assumption 1. The sets S and E are both locally compact and σ-compact space.

Remark 2. Locally compact means that for each points x ∈ S, there is some com-

pact subspace C of S that contains a neighborhood of x ∈ S . σ-compact is a

contable union of compact spaces. Note that the space Rd is both locally compact

and σ-compact. Both locally compact and σ-compact space can be written as an
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increasing union of countably many open sets each of which has compact closere.

In Santos and Peralta-Alva (2005), they impose the compactness assumption on

the satate S and E. We relax this restriction to the non-compact case which allow

to use a whole Euclidian state S = Rd and the normal distribution.

Recall that the probability measure P is called tight if for all ε > 0 there is a

compact setK ⊂ S such that P (K) ≧ 1− ε. Note that by the theorem below any

probability measures on the complete separable metric space is tight.

Theorem 3. [Ulam’s theorem (Theorem 7.1.4. in Dudley (2002))]

On any complete separable metric space, any finite Borel measure is tight.

Assumption 4. There exist a point s0 ∈ S such that for any point s ∈ S, any

neighborhood U of s0 and any integer k ≥ 1, P nk (s, U) > 0.

From assumption 4, theMarkov operatorT ∗ has unique fixed pointµ0: T ∗µ0 =

µ0, see Futia (1982)(Section 3.2).

Assumption 5. Function φ : S × E → S is jointly measurable. Moreover, for

every continuous function f : S → R,

ˆ
f (φ (sj, ε))Q (dε) →

ˆ
f (φ (s, ε))Q (dε) as sj → s.

Assumption 5 is the same one of the Assumption 2 in Santos and Peralta-Alva

(2005), page1942.

In most case, researcher dose not know the exact form of transition equations

φ. He only access to numerical approximation to the transition equations φj with

index j. The index j indicate the approximation and imply that as j goes to infinity

the approximation φj connverge to their exact values (the metric of convergence is
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defined later). Every numerical approximation φj satisfies the above assumptions

1, 4 and 5. And every numerical approximationφj define the transition probability

Pj on (S,S).

3 Convergence of Invariant Distribution

Now let us recall the convergence of probability measures on S. The state space S

is separable, then we can introduce a metricD in the space of probability measures

on S in such a way that limn D (µn, µ) = 0 if and only if µn converges in the law

to µ. Especially, a metric we take is the Fortet-Mourier metric (Dudley (2002),

Section11.3):

D (µn, µ) = sup
f∈BL(S)

∣∣∣∣ˆ
S

f (s) dµn −
ˆ
S

f (s) dµ

∣∣∣∣ (3.1)

where the supremum supf∈BL(S) is taken over all bounded Lipschitz continuous

functions defined on S: BL (S). BL (S) can be relaxed to infinitely continuously

differentialble functions on S: C∞ (S) by using morifier argument.

Lemma 6. limn D (µ, µn) = 0 if and only if

lim
n→∞

sup
f∈C∞(S)

∣∣∣∣ˆ
S

f (s) dµn −
ˆ
S

f (s) dµ

∣∣∣∣ = 0.

Proof. ”Only if” part is derived from C∞ ⊂ BL. We show the ”if” part. For any

f ∈ BL (S) and ε > 0, following molifier technique (see, Feller (1968)), there

exists u ∈ C∞ (S) such that sups∈S |f (s)− u (s)| < ε. By triangular inequality,
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we have

sup
f∈BL(S)

∣∣∣∣ˆ
S

f (s) dµn −
ˆ
S

f (s) dµ

∣∣∣∣
≤ sup

f∈BL(S)

∣∣∣∣ˆ
S

f (s) dµn −
ˆ
S

u (s) dµn

∣∣∣∣+ sup
u∈C∞(S)

∣∣∣∣ˆ
S

u (s) dµn −
ˆ
S

u (s) dµ

∣∣∣∣
+ sup

f∈BL(S)

∣∣∣∣ˆ
S

u (s) dµ−
ˆ
S

f (s) dµ

∣∣∣∣
In the right-hand side of the inequality, the first and third term are smaller than ε.

The second term is given in the definition.

Note that by Assumptions 2 and 3, each φn defines the associated pair (Pj, Tj)

: Markov operator associated with φj is defined as

Tjf (s) ≜
ˆ

f (t)Pj (s, dt) (3.2)

=

ˆ
f (φj (s, ε))Q (s, dε)

The adjoint T ∗
j of Tj is as

⟨Tjf, µj⟩ =
ˆ ˆ

f (φj (s, ε))Q (s, dε) dµj (s)⟨
f, T ∗

j µj

⟩
=

ˆ ˆ
f (φj (s, ε))Q (s, dε) dµj (s)

Moreover there always exists an invariant distribution µ∗
j = T ∗

j µ
∗
j .

Proposition 7. Suppose assumptions 1,4 and 5 are satisfied for each approximated

models φi and φ0. Then, a sufficient condition for a sequence of the measure µj
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associated with Tj converge to µ0 associated with T0 in the sense of (3.1) is the

strong convergence of Tj to T0.

Proof. Storong convergence of the sequence of operators means that

sup
s∈S

∥Tf (s)− Tjf (s)∥ = sup
s∈S

∣∣∣∣ˆ f (φ (s, ε))Q (s, dε)−
ˆ

f (φj (s, ε))Q (s, dε)

∣∣∣∣
= sup

s∈S

∣∣∣∣ˆ {f (φ (s, ε))− f (φj (s, ε))}Q (s, dε)

∣∣∣∣
→ 0

for all f ∈ C2 (S). This simply means that

lim
j→∞

E [f (φj (s))] = E [f (φ (s))] , ∀f ∈ C2 (S) .

Let f belong to A. Then, for any two T and Tj , and corrensponding invariant

measures µ and µj , we have

|⟨Tf, µ̂⟩ − ⟨Tjf, µj⟩| ≤ |⟨Tf, µ⟩ − ⟨Tf, µj⟩|+ |⟨Tf, µj⟩ − ⟨Tjf, µj⟩| . (3.3)

It follows from Proholov’s Theorem that {µj} has a weakly convergent subse-

quence. Let {µjk} be such a subsequence, and let µ̂ be its limit. Then for the first

term in (3.3)

|⟨Tf, µ̂⟩ − ⟨Tf, µjk⟩| → 0.
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Next, we show the equality µ̂ = µ0. We have

|⟨f, µ̂⟩ − ⟨T0f, µ̂⟩| ≤|⟨f, µ̂⟩ − ⟨f, µjk⟩|+ |⟨f, µjk⟩ − ⟨T0f, µjk⟩|

+ |⟨T0f, µjk⟩ − ⟨T0f, µ̂⟩| .

Since Tf and T0f are continuous and {µjk} convergence weakly to µ̂, the first and

third terms on the right approach to zero as goes infinity. For second term,

|⟨f, µjk⟩ − ⟨T0f, µjk⟩| =
∣∣⟨f, T ∗

jk
µjk

⟩
− ⟨T0f, µjk⟩

∣∣
= |⟨Tjkf, µjk⟩ − ⟨T0f, µjk⟩|

≤ ∥Tjkf − T0f∥

Theorem 8. Stone-Cech compactification (Theorem 38.2 of Munkres (2000))

Let S be a completely regular space. Then there exists a compactification β (S) of

S having the property that every bounded continuous function f : S → R extends

uniquely to a continuous function of β (S) into R.

Since S is a completely regular, it has Stone-Cech compactification β (S)

which is S is a dense subspace of a compact space β (S) satisfying the property

that each bounded continuous function f : S → R has a continuous extension

g : β (S) → R. We endow the metric in the space of functions defined on locally

compact and σ-compact space S. For any two vector-value functions φ and φ̂ let
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d (·, ·) be

d (φ, φ̂) = max
f∈C∞(β(S))

max
s∈β(S)

[ˆ
|f (φ (s, ε))− f (φ̂ (s, ε))|Q (dε)

]
. (3.4)

In this section, convergence of the sequence of functions {φn} is in this notion

of distances. This metric can accommodate the noncontinuous functions φ and

φ̂. Although we will impose continuous differentiability on φ for the convergence

of the approximated likelihood studied in the next section, the metric d (·, ·) is

sufficient to guarantee the convergence of invariant distribution.

Remark 9. In Santos and Peralta-Alva (2005), they endow the metric in the space

of functions φ and φ̂ as

max
s∈S

[ˆ
∥φ (s, ε)− φ̂ (s, ε)∥Q (dε)

]

where ∥·∥ is the max norm in Rl. This metric works only in the compactness

assumption on S. The metric (3.4) is weaker than this metric and extend to the

non-compact state space.

Theorem 10. Let {φj} be a sequence of functions that converge to φ in the sense

of d (·, ·) in (3.4). Let
{
µ∗
j

}
be a sequence of probabilities on S associated to {φj}

such that µ∗
j = T ∗

j µ
∗
j for each j. Under Assumptions 1 and 4, if µ∗ is a weak limit

point of
{
µ∗
j

}
, then µ∗ = T ∗µ∗.

This theorem asserts the bilinear convergence of T ∗
j µ

∗
j to T ∗µ∗ in the weak

topology.

Proof. The topology of weak convergence can be defined by the metric on the
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probability measure space

d (µ, ν) = sup
f∈A

{∣∣∣∣ˆ f (s)µ (ds)−
ˆ

f (s) ν (ds)

∣∣∣∣}

whereA is the space of Lipschitz function on S with constant L ≤ 1 and such that

−1 ≤ f ≤ 1.

∥Tf (s)− Tjf (s)∥ =

∣∣∣∣ˆ f (φ (s, ε))Q (dε)−
ˆ

f (φj (s, ε))Q (dε)

∣∣∣∣
=

∣∣∣∣ˆ f (φ (s, ε))− f (φj (s, ε))Q (dε)

∣∣∣∣
Since f ∈ C∞, there exists a constantK such that

∣∣∣∣ˆ [f (φ (s, ε))− f (φj (s, ε))]Q (dε)

∣∣∣∣ ≤ Kd (φ, φj) .

4 Error Bounds

In numerical applications, computations must stop in finite time, and hence it is

often desirable to bound the size of the approximation error. Santos and Peralta-

Alva (2005) gives a bound the size of the approximation error under compactness

assumption. In this section, we relax this compactness assumption. To begin the

discussion, we introduce the notion of a compactness of Markov operator. The

Markov operator T is compact if the image T (bX) has compact closure in X ,

where bX = {x ∈ X| ∥x∥ ≤ 1}. The Markov operator T is quasi-compact if
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there is a unique compact operator L and an integer n such that

sup
x∈bX

∥T nx− Lx∥ < 1.

If the above quasi-compactness is satisfied, one can obtain the convergence of the

sequence of operators {T n} to the invariant probability at a geometric rate. The

following theorem gives this result.

Theorem 11. [Yosida and Kakutani (1941), p.204, Corollary]

Let T be a stable, quasi-compact Markov operator defined by (2.1) satisfying 1,

4, 5. Then, there exist constants C, ε > 0 such that

sup
s∈β(S)

∥T nf (s)− T ∗f (s)∥ ≤ C

(1 + ε)n
.

The following theorem bounds the approximation error between the expected

values of f over the true invariant mesure µ∗ and the approximate invariant mesure

µ̂∗ of φ̂.

Proposition 12. Let f be a Lipschitz function with constant L. Suppose we have

numerical approximation φ̂ with d (φ̂, φ) ≤ δ for some δ > 0. Then

∣∣∣∣ˆ f (s)µ∗ (ds)−
ˆ

f (s) µ̂∗ (ds)

∣∣∣∣ ≤ Ld (φ̂, φ)

ε

where µ∗ is the unique invariant measure of the exact φ, and µ̂∗ is an unique

invariant measure of φ̂.
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Proof. Denote sn (s0) as

φ (φ (φ · · · (φ (s0, ε1) , ε2)))︸ ︷︷ ︸
n times

.

And denote ŝn (s0) as

φ̂ (φ̂ (φ̂ · · · (φ̂ (s0, ε1) , ε2)))︸ ︷︷ ︸
n times

.

Since f is a Lipschitz function with constant L, we have

|E [f (sn (s0))]− E [f (ŝn (s0))]|

= |E [f (φ (sn−1 (s0) , εn))]− E [f (φ̂ (ŝn−1 (s0) , εn))]|

≤ |E [f (φ (sn−1 (s0) , εn))]− E [f (φ (ŝn−1 (s0) , εn))]|

+ |E [f (φ (sn−1 (s0) , εn))]− E [f (φ̂ (ŝn−1 (s0) , εn))]|

≤L (1− ε)E ∥sn−1 (s0)− ŝn−1 (s0)∥+ Ld (φ̂, φ) .

And by the same argument above, we get

L (1− ε)E ∥sn−1 (s0)− ŝn−1 (s0)∥ ≤ L (1− ε)2 E ∥sn−2 (s0)− ŝn−2 (s0)∥+L (1− ε)2 d (φ̂, φ) .

Iterating this we obtain

|E [f (sn (s0))]− E [f (ŝn (s0))]| ≤
Ld (φ̂, φ)

ε
.
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Integrate by an invariant measure µ̂∗ of φ̂, then

∣∣∣∣ˆ E [f (sn (s0))] µ̂
∗ (ds0)−

ˆ
E [f (ŝn (s0))] µ̂

∗ (ds0)

∣∣∣∣ ≤ Ld (φ̂, φ)

ε
.

Note that the second term on the left-hand side is equal to
´
f (s) µ̂∗ (ds). From the

theorem 11, for every s0,E [f (sn (s0))] converges uniformly on β (S) to
´
f (s)µ∗ (ds).

Finally, we obtain

∣∣∣∣ˆ f (s)µ∗ (ds)−
ˆ

f (s) µ̂∗ (ds)

∣∣∣∣ ≤ Ld (φ̂, φ)

ε
.

Remark 13. The quasi-compact operators enjoy a very useful property : the theo-

rem 11. Furthermore, quasi-compact operators are easily recognized; in fact, we

shall find that ”most” operators are quasi-compact (see Futia (1982)). In our cir-

cumstance, the assumption 4 guarantees the quasi-compactness of the Markovian

operator.
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