Institute for Economic Studies, Keio University

Keio-IES Discussion Paper Series

Good deal bounds with convex constraints: --- examples and proofs ---
Takuji Arai

1, July 2016
DP2016-017
http://ies.keio.ac.jp/en/publications/6056

Keio University

o

£

1858 &
GLap1O *

%
7

Institute for Economic Studies, Keio University
2-15-45 Mita, Minato-ku, Tokyo 108-8345, Japan
ies-office@adst.keio.ac.jp
1, July 2016



Good deal bounds with convex constraints: --- examples and proofs ---

Takuji Arai

Keio-IES DP2016-017

1, July 2016

JEL classification: G11, G13, D81

Keyword: Convex risk measure; Good deal bound; Fundamental theorem of asset pricing

Abstract

This note is an extended version of Arai (2016), in which convex risk measures describing the upper
and lower bounds of a good deal bound are studied for the case where the set of 0-attainable
claims is convex as an extension of Arai and Fukasawa (2014). Here a good deal bound is defined as
a subinterval of a no-arbitrage pricing bound. An outline of good deal bounds is given firstly for the
readers who are not familiar with good deal bounds. In addition, many examples of convex
markets are also introduced; and precise proofs for all mathematical results are provided.

Takuji Arai

Faculty of Economics, Keio University

2-15-45 Mita, Minato-ku, Tokyo 108-8345, Japan
arai@econ.keio.ac.jp



Good deal bounds with convex constraints:
— examples and proofs —

Takuji Arai*
July 1, 2016

Abstract

This note is an extended version of Arai [2], in which convex risk
measures describing the upper and lower bounds of a good deal bound
are studied for the case where the set of 0-attainable claims is convex
as an extension of Arai and Fukasawa [3]. Here a good deal bound is
defined as a subinterval of a no-arbitrage pricing bound. An outline
of good deal bounds is given firstly for the readers who are not fa-
miliar with good deal bounds. In addition, many examples of convex
markets are also introduced; and precise proofs for all mathematical
results are provided.

0 An outline of good deal bounds

For a given contingent claim in an incomplete financial market, its price is
not determined uniquely under the no-arbitrage framework. Only a pric-
ing bound, called a no-arbitrage pricing bound, is provided. Now, we give
a concrete explanation. Let L be a linear space of measurable functions de-
fined on a probability space (), F,P). Suppose that L represents the set of
all possible future cash-flows. We describe our market with M C L the set
of O-attainable claims, that is, future payoffs which investors can replicate
completely with 0 initial cost. Roughly speaking, the no-arbitrage pricing
bound for claim x € L is given as

inf Eplx], sup Eplx]|, 0.1
Anf Q”QESO olx] (0.1)
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where Qp := {Q < P|E[m] < 0 for any m € M}, and [Eg means the expec-
tation under Q. We can think of Q) as the set of all martingale measures.
Remark that we do not care about the integrability condition of Q € Qp in
this section to simplify our argument. In general, the no-arbitrage pricing
bound is too wide to be useful as the collection of candidate prices from a
practical point of view. Thus, we focus on narrowing the interval of candi-
date prices. Now, we call a “too good” price either for a seller or a buyer
a good deal price. We construct then a sharper pricing bound, called a
good deal bound by excluding good deal prices from the no-arbitrage pric-
ing bound. Whether a price is a good deal, depends on the investor’s risk
preference.

0.1 Good deal bounds induced by subsets of O

For a subset @ C Qy, the interval

inf Eg[x], sup Eq[x] (0.2)
QeQ QeQ

forms a good deal bound. This is a typical way to construct a sharper pric-
ing bound. In this subsection we illustrate such good deal bounds. Re-
search in this direction has been undertaken by Cochrane and Saé-Requejo
[14], which suggested good deal bounds based on the Sharpe ratio. Here,
the Sharpe ratio SR(x; Q) (from buyer’s view) for x € Land Q € Qp is
defined as

E[x] — Eq[x]

Var(x)

They formulated the upper bound of a good deal bound of x for a given
level § > 0 by excluding measures Q € Qj satisfying SR(x; Q) > 4. In
other words, when SR(x; Q) > ¢, the value Eq[x] is regarded as a good deal
price for a buyer. Thus, it should be excluded from the candidate prices of

x. Noting that | SR(x, Q)| < 4 /Var(z%) holds, we can represent the Sharpe

ratio based good deal bound as (0.2) for Q = {Q € Q| Var(%) < 6%} In
addition, Bjork and Slinko [10] extended this methodology to continuous
time models whose asset price has jumps.

SR(x; Q) :=

Example 0.1 Consider a one-period trinomial model being composed of
one riskless asset with zero interest rate and one risky asset. For ¢t = 0,1,



let S be the price of the risky asset at time f. Denoting Q) = {w1, w2, w3},
we set

Sl(wl) = 108, ]P({a)g}) = 2/21

{ Sl(wl) = 120, { ]P({wl}) = 1/3,
So =96,
Sl(wl) = 80, ]P({(Mg,}) = 4/7

Note that S is a martingale under IP. Now, we consider a call option with
strike price 110. Its no-arbitrage pricing bound is [0, 4]. Next, we calculate
the Sharpe ratio based good deal bounds. For an equivalent martingale
measure Q ~ P, we denote g, := Q({w;}) fori = 1,2, 3. Note that the price

of the call option under Q is given as 10g;, and Var(l%) = 1(3q; — 1)2. For

level 6 € (0, 1£01), Q satisfies Var(;%) < 62 if and only if

20

2
—_
QW[ =

% o
3/11 3 - =3

For example, taking 6 = 0.3, the corresponding good deal bound is given

as [ — \/%, 04 \/%], namely, [2.730, 3.936] approximately.

+

Next, Bernardo and Ledoit [5] considered, instead of the Sharpe ratio,
the gain-loss ratio for x defined as E[x"]/E[x~]. Roughly speaking, we
have

E[m™] . . esssup ZTQ,

:zlel]% E[m-] ngQo essinf‘;% '

Thus, denoting 0= {Q € Qy| esssup % / essinf Z% < 6}, we can construct
a good deal bound through (0.2). Moreover, we introduce utility-based
good deal bounds, which suggested by Cerny [12] firstly. Let U be a util-
ity function, that is, an increasing continuous concave function from R to
RU {—o0}. We regard Q € Qp as a “too good ” pricing measure for x
when Eq[U(x)] is sufficiently large in comparison to U(IEq[x]). For exam-
ple, when U is an exponential utility function, that is, U(x) = —e™"*/a for
some a > 0, Q is regarded as a good deal measure for a given level § > 0
if Eg[U(x)] > 6 'U(Eq[x]). In this case, we can represent the correspond-
ing good deal bound by (0.2) for O = {Q € Q0|1E[V(ZT%)] < ¢°}, where
V(x) = xlog x the conjugate function of U. Note that good deal bounds in-
duced by the Sharpe ratio and the gain-loss ratio also can be interpreted as
utility-based ones, e.g. the Sharpe ratio case corresponds to the bound in-
duced by a quadratic utility function U(x) = —(a — x)? for x < a. Further-
more, Os appearing in this subsection should be interpreted as the set of
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Q € Qp to which a variant of distance from IP is less than a given level 6. As
a further research, Kloppel and Schweizer [28] derived dynamic versions
of utility-based good deal bounds in continuous time. In particular, they
studied deeply dynamic bounds based on exponential utility functions for
exponential Lévy models, and mentioned relationships with dynamic co-
herent risk measures.

Moreover, Becherer [4] considered dynamic good deal bounds obtained
by restrictions on optimal expected growth rates, and showed that such a
bound is corresponding to one induced by a logarithmic utility function.
In [4], for the case where asset price is given by an Ito process, he obtained
a backward stochastic differential equation whose solution describes the
upper bound of the good deal bound based on optimal expected growth
rates. In addition, defining a coherent risk measure p linked to the upper
bound, he obtained the optimal strategy minimizing the risk of the hedging
error quantified by p. Note that the value of this residual risk gives the
upper bound of the corresponding good deal bound.

0.2 Good deal bounds induced by convex risk measures

As seen in the previous subsection, a good deal bound can be described
through a risk measure. Moreover, good deal bounds are closely related
to Fundamental Theorem of Asset Pricing (FTAP). Actually, Jaschke and
Kiichler [24] provided an essential equivalence between good deal bounds
and coherent risk measures, and showed a variant of FTAP. Staum [40]
treated a similar problem for the noncoherent case. On the other hand,
Arai and Fukasawa [3] studied convex risk measures describing the upper
and lower bounds of a good deal bound for the case where M the set of
0O-attainable claims forms a convex cone. The upper (resp. lower) bound of
a good deal bound may be determined by the seller’s (resp. the buyer’s) at-
titude toward the risk associated with the claim. Denoting by a(x) such an
upper bound for a claim x, we suppose that 2 has the following properties:

1. a(0) =0,
a(x) <aly) ifx <y,
a(x+c) =a(x)+cforanyc € R,
a(Ax+ (1= A)y) < Aa(x) + (1 —A)a(y) forany A € [0,1]

for any x, y € L. The last property represents the risk-aversion of the
seller taking into account the impact of diversification. In brief, we sup-
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pose that p, defined as p,(x) := a(—x) is a normalized convex risk mea-
sure. By the same sort argument as above, a functional b which refers to
a lower good deal bound is given by a normalized convex risk measure
pp as b(x) = —pp(x). Since a good deal bound is given as a subinterval
of the no-arbitrage pricing bound, a convex risk measure does not neces-
sarily yield a good deal bound. Thus, [3] characterized such a convex risk
measure, called a good deal valuation (GDV), and defined GDV as a nor-
malized convex risk measure p with the Fatou property such that for any
claim x, p(—x) takes a value in the no-arbitrage pricing bound of x. This
definition of GDV is given from sellers’ viewpoint; for a GDV p and a claim
x, a(x) := p(—x) serves as an ask price of x. Nevertheless, it is easy to see
that if p is a GDV, then b := —p gives bid prices.
Now, we enumerate main contribution of [3] as follows:

1. Equivalent conditions for the existence of a GDV are given. Among
others, they showed that a GDV exists under a condition weaker than
the no-arbitrage one, which means that there may be GDVs even if
the underlying market admits an arbitrage opportunity. Further they
gave equivalent conditions for a given convex risk measure to be a
GDV. In particular, they proved that any GDV is given as a risk in-
difference price. Although there is much literature which observed
that a risk indifference price provides a good deal bound, the above
reverse implication seems to be new.

2. Asmentioned before, GDV may exist even in markets with free lunch.
[3] observed the equivalence between the no-free-lunch condition (NFL)
and the existence of a relevant convex risk measure which is a GDV.
This result could be considered as a version of FTAP.

1 Introduction to good deal bounds with convex con-
straints

We aim at studying GDVs for the case where M is convex along with the
argument of [3]. In addition to [3], there is much literature on good deal
bounds from the point of view of risk measures, say, Bion-Nadal [8], Bion-
Nadal and Di Nunno [9], [24] and [40]. But, no one studied good deal
bounds for markets with convex constraints, whereas such models appear
frequently in mathematical finance, say, illiquid market models, models
with borrowing constraints and so on. Indeed, there is much literature
treating models with convex constraints: Cuoco [15], Cvitani¢ and Karatzas
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[16] and [17], Karatzas and Kou [25], Larsen and Zitkovi¢ [30], Pennanen
[32] and [33], Pennanen and Penner [34], and so forth. See also examples
introduced in Section 3.

Our main contribution is threefold as follows:

1. We begin with a study for the functional p° defined as
p°(x) := inf{r € R| there exists m € M such that r +m + x > 0}.

Remark that the superhedging cost for claim x is given by p°(—x),
and the upper and lower bounds of the no-arbitrage pricing bound is
expressed as [—p%(x), 0°(—x)]. Asseenin [3], 0" is given as a coherent
risk measure when M is a convex cone. In this case, the set Q of all
probability measures Q such that sup,,.,,Eq[m] = 0, plays a central
role to discuss not only p° but also GDVs. On the other hand, exclud-
ing the cone property from M, p° is no longer coherent in general.
In this setting, we need to consider, instead of Q,, the set, denoted
by Q, of all probability measures Q such that sup,,,,Eq[m] is finite.
In particular, we investigate properties of the largest minorant of p"
with the Fatou property, since it is the first candidate of GDVs.

2. We shall enumerate equivalent conditions for the existence of a GDV;
and introduce a set of equivalent conditions for a given convex risk
measure to be a GDV. In addition, we introduce an example of a GDV
which is not a risk indifference price. This shows that the structure of
good deal bounds is much different from that for the case where M is
a convex cone. Moreover, we give conditions for a GDV to be a risk
indifference price; and for a risk indifference price to be a GDV.

3. We deal with the Kreps-Yan-type FTAP. Kreps [29] proved that, if M is
a convex cone, Qg # @ is equivalent to the NFL, that is, the weak clo-
sure of M does not include any nonzero nonnegative claims. More-
over, [3] showed that the existence of a relevant GDV is equivalent
to the NFL. Thus, we expect naturally that, when M is convex, the
equivalence holds true among the NFL, the existence of a relevant
GDV and a condition related to Q. Indeed, we shall see the equiv-
alence between the first two conditions, but illustrate counterexam-
ples for the last one. Some variants of FTAP for constrained models
have been introduced by Carassus, Pham and Touzi [11], Evstigneev,
Schiirger and Taksar [21], [32], Rokhlin [37], Roux [38] and so on.
Thus, our contribution is to treat FTAP comprehensively for models
with convex constraints.



An outline of this note is as follows. In Section 2, we describe our model;
and prepare some terminologies and mathematical preliminaries. In par-
ticular, since we take an Orlicz space (or heart) as L, we introduce some
terminologies on Orlicz space. Section 3 illustrates many examples of con-
vex markets. We study superhedging cost in Section 4. Section 5 is devoted
to study properties of GDVs. FTAP will be discussed in Section 6; and con-
clusions are given in Section 7.

2 Preliminaries

Throughout this note, we fix a complete probability space (Q}, ,P). Note
that we denote by IN the set of all positive integers; and by L° the set of
all R-valued measurable functions on (Q}, F). Moreover, for a set of mea-
surable functions X, we denote X (resp. X_):= {x € X|x > Oa.s. (resp.

<)}
We start with definitions of Young function, Orlicz heart and Orlicz
space.

Definition 2.1 1. An even lower semi-continuous convex function @ :
R — R U {co} is called a Young function, if it satisfies the following:

(a) ®(0) =0,
(b) ®(x) T ocasa T oo,
(c) ®(«) < oo for a in a neighborhood of 0.

2. For a Young function ®, a space M® of measurable functions on (Q,F)
defined as

M?® := {x € L°|E[®(cx)] < o for any ¢ > 0}

is called Orlicz heart with ®. In addition, a space L® defined as
L?® := {x € L°|E[®(cx)] < oo for some ¢ > 0}

is called Orlicz space with ®.

3. The complimentary function of ® is defined as

Y(B) = sup{ap — @(a)}

a€R

for any B € IR. Note that ¥ is also a Young function.
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Any Young function is continuous on [0, c0) except for possibly a single
point at which it jumps to +co. Both M?® and L? are Banach lattices with
norm ||x|| := inf{c > O|E[®(x/c)] < 1} and pointwise ordering in the
almost sure sense. When @ is finite, L = M if and only if we can find
¢ > 0and ap > 0 such that ®(2a) < cP(a) for any « > wg. Thus, when
®(a) = |a|P with p > 1, we have M® = L® = LP. On the other hand,
if ®(a) = el*l —1, M? is a proper subset of L®. Moreover, if ® takes the
value oo, say, ®(a) = |a| if || < 1; = o otherwise, then L® = L* and
M® = {0}. In this paper, we fix a Young function ®; and denote by ¥
its complimentary function. Note that LY is the dual space of M?®, that
is, the set of all continuous linear functionals on M®. For example, when

M® = LPforp > 1, LY = L, Moreover, the dual space of L? may
include a singular part. For more details on Orlicz space, see Edgar and
Sucheston [20] and Rao and Ren [36].

Let L be either M® or L®, which is regarded as the set of all future cash-
flows. We denote by L* its dual space. This setting would be natural, since
it covers wide classes including all L? spaces with p € [1,o0]; and fits to
utility maximization problems (see Arai [1], [3], Biagini and Frittelli [6] and
Cheridito and Li [13]). Moreover, let M C L denote the set of all O-attainable
claims: future payoffs which investors can purchase without initial cost.
Thus, M has the monotonicity, i.e., if m; € M and my < my, then m, is also
in M. In [3], M is assumed to be a convex cone. Here M is said to be a cone
if cm € M for any ¢ > 0 whenever m € M, which implies that investors
may trade any amount of m € M. As a typical example for such a case,
we illustrate frictionless markets introduced in Example 2.1 of [3]. Let S
be the underlying asset price process being an R%-valued semimartingale
defined on (Q, F,P; { Fi},c(0,1)), where {Fi}c(o is a filtration with the
usual conditions. Then M is typically given in the form

T
M= {/ H,dS,
0

where H is the set of the admissible strategies. Here L1 — Ly := {x; —
x2|x1 € Ly,x2 € Ly} for two subsets Ly, L, C L. Note that the term “—L."”
is corresponding to the monotonicity of M. The following are examples for
‘H which forms a convex cone.

1. (Section 5 of Delbaen and Schachermayer [19]) Let H! be the set of
processes H of the form H; = Y}, hil(n,l,n](t)/ where 0 = 19 <
71 < --- < 1 < T are stopping times and for each i, h; is an F, ;-
measurable random variable such that the stopped process S™ and

HeH}mL—L+, @.1)
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hy, ..., h, are bounded. Since ! is a convex cone, so is M defined by
(2.1) with H = H!.

. Letting H? be the set of S-integrable predictable processes such that

[ HsdS is uniformly bounded from below, M defined by (2.1) with
H = H? is a convex cone because so is H2. It seems that H? is rea-
sonable as the set of admissible strategies as explained in Section 8 of
[19].

. Note that H? may be reduced to {0} when § is not necessarily locally

bounded. As a natural framework for such cases, we can consider W-
admissible strategies as in Biagini et al. [7]. Fix W € L with W > 1,
and denote by H? the set of S-integrable predictable processes H such
that there exists a constant ¢ > 0 satisfying fot HsdSs > —cW for any
t € [0, T]. Then, H3 is a convex cone and so, M defined by (2.1) with
H = H3 also forms a convex cone.

As seen in the above, the convex cone property of M appears in some natu-
ral settings. On the other hand, as said in Section 1, M does not necessarily
have the cone property when we take account of e.g. constraints on ad-
missible strategies or the illiquidity of the market. Some examples for such
models are introduced in Section 3. In this note, we assume that M is con-
vex; and aim at a generalization of the results of [3] to the convex case by
excluding the cone property from M.
For later use, we prepare some notation.

Definition2.2 1. P:= {Q < P|[dQ/dP € LY},

2.

SAREER LR B

L= {g € L*|g(1) = 1,g(x) > Oforany x € L. },
L :={g € Lj|sup,,cy 8(m) < oo},

Q:={Q € P|sup,,cpy Eg[m] < o},

Q°:={Q € QQ~P},

Qu = {Q € QI sup, ., Eqlim] = 0}.

Remark 2.3 When M is a convex cone, sup,, ., Eg[m] becomes either 0 or
oo for Q € P, thatis, Q and Qp coincide. On the other hand, sup,,_,,; Eo[m]
may take a positive number in our setting.



2.1 Convex risk measure

We define convex risk measures and some related terminologies. In addi-
tion, we introduce a representation result.

Definition 2.4 1. A (—oo, o0]-valued functional p defined on L is called
a convex risk measure if p satisfies, forany x, y € L,

properness: p(0) < oo,
monotonicity: p(x) > p(y) ifx <y,
cash-invariance: p(x+7r) = p(x) —rforanyr € R,

convexity: p(Ax+ (1—A)y) < Ap(x)+ (1 —A)p(y) forany A € [0,1].

2. In addition, a convex risk measure p is a coherent risk measure if it
satisfies

positive homogeneity: p(Ax) = Ap(x) for any x € L and any A > 0.
Definition 2.5 1. Let f be a [—00, o0]-valued functional on L.

(a) If f(0) = 0, then f is said to be normalized.

(b) f is said to have the Fatou property if lim, o f(—x,) = f(—x)
for any increasing sequence {x,} C L with x,, T x.

(c) fissaid to berelevantif f(—z) > 0foranyz € L \ {0}.
(d) We define the penalty function for f as

f1(8) = sup{g(—x) — f(x)} (22)

xel

for ¢ € L. In particular, we denote, for Q € P,

f1(Q) = sup{Eq[—] - f(x)}. (23)

xeL

2. We denote by R the set of all normalized convex risk measures on L
with the Fatou property.

Theorem 2.6 (Proposition 1 of [6]) Any p € R is represented as

p(x) = sup{Eq[—x] —p"(Q)}.
QeP
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2.2 A separating result

We prepare a proposition, which will appear over and over again in the
sequel. Now, we denote by M (resp. M?) the closure of M in ¢(L, L) (resp.
in | - ).

Proposition 2.7 Let B C L. be a convex set including at least one positive con-
stant.

1. If Bis || - ||-compact and M* N\ B = @, then there exists a g € L" such that

sup g(m) < inf g(x). (2.4)

meMs XE€B

2. IfBiso(L, L‘P)-compact and M N B = @, then there exists a Q € Q such
that
Ztel%]EQ[m] < ;161{? Eq[x].

Proof. It suffices to show only the first assertion. By the conditions, the
Hahn-Banach separating theorem implies the existence of ¢ € L* satisfying
(2.4). Remark that sup,, .. (1) > 0 because 0 € M. Thus, we have
g(1) > 0, since B includes at least one positive constant. Without loss of
generality, we may assume g(1) = 1. Moreover, since L. C M, g € Lj
holds true. In addition, Definition 2.2 implies that the LHS of (2.4) takes
the value co unless ¢ € L". Thus, g belongs to L. 0

3 Examples for convex markets

In spite of that market models with convex constraints are discussed fre-
quently, there is no study on good deal bounds for convex markets as men-
tioned in Section 1. Before stating main results, we introduce some exam-
ples such that M is convex, but not a cone.

Example 3.1 (A simple illiquid market model) As one of important finan-
cial risks, we focus on liquidity risk, which is caused by the effect of a large
trader, a price impact and so forth. Some of illiquid market models are such
that the corresponding M forms a convex set, but not a cone.

Now, we illustrate a simple example of such illiquid market models. We
consider a one-period model in which one riskless asset with zero interest

11



rate and one risky asset are tradable. For t = 0,1, let S; be the price of the
risky asset at time t. We assume that Sp € R and S := S; — Sg belongs to
L. We take into account nonlinear illiquidity effects denoted by a function
f : R — R. More precisely, we assume that, for any a € R, it costs aSp +
f(a) to get a units of the risky asset. It seems that f(a) describes the extra
cost for purchasing a units of the risky asset. Now, suppose that f is a
continuous convex function with f(0) = 0, non-increasing on (—oo, 0] and
non-decreasing on [0, ). For example, f(a) = el —1 or f(a) = a®. Asa
result, the set of all 0-attainable claims is expressed as

M = {aS— f(a)la € R} — Ly,
which forms a convex subset of L including L_, but not necessarily a cone.

Example 3.2 (Constraints on number of shares) Consider a continuous trad-
ing model with maturity T € (0,00). Suppose that one riskless asset with
zero interest rate and d risky assets are tradable; and the price of the risky
assets is described by an R%-valued locally bounded RCLL special semi-
martingale S (see p.129 of Protter [35] for the definition of special semi-
martingales) defined on a complete probability space (Q, F, P;IF = { Fi},cp0,1)),
where F is a filtration satisfying the so-called usual condition, that is, IF is
right-continuous, Fr = F and Fy contains all null sets of F. Let L(S) be
the set of all R?-valued S-integrable predictable processes; and G;(8) :=
fot 85dS; for any t € [0,T] and any ¢ € L(S). Note that ¢ € L(S) denotes
the number of shares the investor holds; and the process G(¢) represents
the gain process induced by a self-financing strategy ¢. Now, we impose
convex constraints on the set of all admissible strategies. That is, we con-
sider the case where the set of 0-attainable claims is given as

M = {Gr(9)|90 € L(S),8; € Kforany t € [0,T]} NL— Ly,

where K is a convex subset of R? including 0. We introduce some concrete
examples of K as follows:

1. (Rectangular constraints) K = [a1, b1] X [ag, ba] X - - - X [a4, bs] for some
fixed numbers —co < g, <0< bh; <o0,i=1,2,...,d.

2. (Constraints on total number of shares) K = {(hy,...,h;) € R%h; >
Oforeach1 <i<d, 2?:1 h; < ¢} for some positive constant c.

3. (Short-sale constraints) K = {(hy,...,h;) € R¥h; > —cforeach1 <
i < d} for some positive constant c.
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For more details, see [15], [16] and [17].

Example 3.3 (Constraints on amount invested) We consider the same model
as the previous example; and assume that S > 0 and M is given as

M ={Gr(9)|9 € L(S),%:S;— € Kforany t € [0,T]} "L — Ly,

where K is a convex subset of R including 0, and 9S_ = (¢'SL, ..., 845%)
represents the amount invested in each asset. The three examples for K
introduced in Example 3.2 are also typical examples for the present setting.

Example 3.4 (1-admissible) We consider the same mathematical framework
as Example 3.2. Let a be a positive real number. ¢ € L(S) is said to be a-
admissible if G¢(9) > —a for any t € [0, T]. When M is given as

M = {Gr(9)|¢ € L(S) is a-admissible } N L — L, (3.1)

for fixed a > 0, it forms a convex set. On the other hand, when M is denoted
by M = {Gr(9)|0 € L(S) is a-admissible for somea > 0} NL — L, itisa
convex cone. For more details, see Section 9 in [19].

Example 3.5 (W-admissible) In the previous example, when S is not nec-
essarily locally bounded, M defined in (3.1) may become {0}. As a natural
way to avoid it, we introduce W-admissibility. Let W be a random variable
in Lwith W > 1. ¢ € L(S) is said to be W-admissible if G;(¢) > —W for
any t € [0, T]. Then,

M = {Gr(9)|9 € L(S) is W-admissible} "L — L
formulates a convex market.

Example 3.6 (Predictably convexity) We introduce the predictably convex-
ity, which brings us an important class of models with convex constraints.
It has been undertaken by Follmer and Kramkov [22]; and discussed in
Chapter 9 of Follmer and Schied [23] for discrete time models. See also [1],
Kloppel and Schweizer [27]. Now, we define it as follows: A family of semi-
martingales S is said to be predictably convex if, for any S(l), S@ ¢ Sand

any [0, 1]-valued predictable process h, / " hdS™) 4 / . (1 —h)dS®@ belongs
0 0

to S. For the three examples of portfolio constraints in Example 3.2, their
Ms are predictably convex. Here we consider the same continuous trading
model as Example 3.2, provided that S = (Sl, ceey Sd) is possibly nonlo-
cally bounded. Now, we fix an Fr-measurable random variable W € L
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with W > 1 satisfying, for each i =1,...,d, there exists an R-valued Si-
integrable predictable process ¢ such that

P({w| there exists t € [0, T] such that 9}(w) = 0}) =0
and | fot #idSi| < W for any t € [0, T]. In addition, we denote

@" := {8 < L(S)|there exists ¢ > 0 such that G;(8) > —cW
forany t € [0, T]},

and G(O%) := {G(8)|® € ®"}. Let S be a predictably convex subset
of G(@"), and ®° the corresponding subset of ®" to S. That is, we can
describe S = {G(9)|¢ € @°}. Now, we denote

M= {GT(0)|19 c @S} L., (3.2)

which is convex.

4 Superhedging cost

Superhedging cost for a claim is defined as the lowest price of the claim
which enables investors to construct an arbitrage opportunity by selling the
claim and selecting a suitable strategy from M. More precisely, defining a
functional p° on L as

p°(x) := inf{r € R| there exists m € M such thatr +m +x >0}, (4.1)

the superhedging cost for claim x is given by p°(—x); and the no-arbitrage
pricing bound for x is given by [—0°(x),0°(—x)]. Note that GDVs will
be defined by using p° in Section 5. Thus, we investigate properties of p°
which we will need for studying GDVs.

Lemma 4.1 (0°)*(g) = sup,,.\ 8(m) for any g € L}, where (p°)* is the
penalty function for p° defined in (2.2).

Proof. Since p°(—m) < 0 for any m € M, (2.2) implies that (0°)*(g) >
SUP,.cm {g(m) — po(—m)} > sup,,. &(m) for any ¢ € Lj. On the other
hand, for any x € L with p(x) < oo, we take an r > p%(x) arbitrarily.
There is then an m*" € M satisfying r + m™" + x > 0. Since g(m*") <
sup,,c g(m) for any ¢ € L}, we have sup,, ), (m) > g(—x) —r, that is,
sup,,cp 8(m) > g(—x) — p°(x). In addition, this inequality also holds for

14



any x € L with p’(x) = oo. Therefore, we have sup, _; {g(—x) — p%(x)} <

sup,, g(m) for any g € Li. Consequently, (0°)*(g) = sup,,., §(m) for
any g € L. O

Proposition 4.2 L~ # @ if and only if p° is a convex risk measure on L.

Proof. “only if” part: Firstly, the monotonicity and cash-invariance are
obvious. Next, we see po > —oo. Assuming that there exists an x € L with
p%(x) = —oo, (4.1) implies that for any ¢ > 0, we can find an m® € M such

that —c + m¢ 4+ x > 0. Thus, for any g € L", we have g(x) > ¢ — (0°)*(g)
for any ¢ > 0 by Lemma 4.1, that is, g(x) = oo. This is a contradiction, so
e is (—o0, 0]-valued; and has the properness because p°(0) < 0. Lastly,
we see the convexity of p°. Fix x1, x € L and A € [0,1] arbitrarily. Now,
we assume that both p°(x1) and p°(xy) are finite. Otherwise, the convexity
holds clearly. Taking r; > p°(x;) for i = 1,2 arbitrarily, the convexity of M
implies Ar; + (1 — A)ra > p%(Ax; + (1 — A)xz), from which the convexity
of p? follows.

“if” part: Suppose that L = @. Assuming that there exists a ¢ > 0
with ¢ ¢ M?, Proposition 2.7 implies the existence of ¢ € L~ satisfying ¢ >
sup,,c = (1), which is a contradiction. As aresult, any ¢ > 0is included in
M. Now, for any k € IN, we take an m; € M satisfying ||2F — m; || < 1. We
define x,, := Y} |2F — my|27* for any n € N U {co}. Then, x,, converges to
Xeo a.8.; and {x, } is a Cauchy sequence in || - ||. Hence, Lemma 4.3 provides
Xe € L. Noting that xeo > x, > Y01 (2F —mp)27% = n — ), m27F for
any n € N, and p°(—m) < 0 for any m € M, we have

po(xoo) < —-n-+ iZ’pr(—mk) + (1 — iZk) pO(O) < —n
k=1 k=1

for any n € IN. Consequently, 0°(xs) = —oo, which is a contradiction. O

Lemma 4.3 Let {x,},>1 be a Cauchy sequence on (L, || - ||) which converges to
Xeo .5. Then, {x,} converges to xo in || - ||, that is, xe € L.

Proof. ~ Since {x,} is a Cauchy sequence, there exists an x}, € L such that
|xn — x5|| — O by the completeness of (L, || - ||). In addition, Proposition
2.1.10 (6) of [20] implies that x, tends to x., in probability. Hence, xoc =
xl, € L. O
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Remark 4.4 In the proof of Proposition 4.2, we see x, € L. At first glance,
it seems to be shown easier as follows: ||xe|| = || T [2F — my]27F|| <
Y52, 27K||12F — my|| < oo, which implies xo € L. However, this is not accu-
rate. Firstly, the former inequality is not trivial. Besides, even if ||x«|| < oo,
X does not necessarily belong to L, since L may be M?® a proper subset of
L®.

Remark 4.5 When M is a convex cone, (p°)* takes the values 0 and o only.
Thus, pO is a coherent risk measure if and only if N # . For more details,
see [3].

Example 4.6 For the case where M = [0,1] — Ly = {x € L|x < 1}, p°
becomes a convex risk measure. Indeed, g(x) := E[x] belongs to L". On
the other hand, setting M = [0,00) — Ly = {x € L|xV 0 € L*}, we have
p%(0) = —oo, that is, p° is not a convex risk measure. In this case, L is
empty evidently.

Remark 4.7 We consider the concept of no arbitrage of the first kind, which
is weaker than the NFL and the no-free-lunch with vanishing risk. We call
z € L;\{0} an arbitrage of the first kind if, for any € > 0, we can find an
m € M such that e +m — z > 0. For more details on arbitrage of the first
kind, see Kardaras [26]. We can see immediately that, for z € L, \{0}, it
is an arbitrage of the first kind if and only if p°(—z) = 0. In other words,
there is no arbitrage of the first kind if and only if o is relevant.

Now, we define a functional ﬁ), which is closely related to superhedging
cost, as follows:

Pa) {suerQ{IEQ[—x] ~(0")(Q)} fQ#0,

—0 otherwise,

where Q and (p°)*(Q) are defined in Definition 2.2 and (2.3), respectively.
We introduce a proposition, some lemmas and examples related to p°.

Proposition 4.8 The following are equivalent:
1. Q #Q.
2. ,(;b is the largest convex risk measure with the Fatou property less than p°.

3. There exists a ¢ > 0 such that P(m > ¢) < 1 foranym € M.
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4. There exists a c > 0 such that ¢ ¢ M.

Proof. 1<2: This equivalence is the very definition of ﬁ].

1=3: Supposing Q # @ and takinga Q € Q arbitrarily, we have (0°)*(Q) €
[0,00) and Eq (1] — (0°)*(Q) < O0foranym € M, thatis, Q(i11 — (p°)*(Q) <

0) > 0 for any m € M. Hence, P(m > (0°)*(Q)) < 1 for any m € M.

3=4: If ¢ € M for any ¢ > 0, condition 3 is false, since P(c+1 > ¢) = 1

for any ¢ > 0.

4=-1: Taking a c > 0 which is not included in M, Proposition 2.7 ensures

that Q is nonempty, since {c} is compact. O

Example 4.9 We illustrate an example in which p? # E) holds. Let ) =
{wi;k € N}, P({wg}) > 0for k € N, and

M = { Zﬁkl{wk}‘o <Y <1lforanyk € N,
k=1
¥ = 0 except for finitely many ks} —Ly.

Since P € Q, pAO has the Fatou property by Proposition 4.8. On the other
hand, letting x, := Y{_; 1y, for n € N, we have p°(—x,) = 0 for any
n € N, although p°(—1) = 1 and x, tends to 1. Thus, p° does not possess

the Fatou property. Another example in which p? # (35 holds has been
introduced in [3].

Lemma 4.10 The following are equivalent:
1. Q # Q@and infoeo(p°)*(Q) = 0.
2. —p°(x)

< —p0(x) < pO(—x) < p%(—x) forany x € L.
3. 0(0) = p°

0
(0) = 0.

Proof. 1=2: Proposition 4.8 yields that F;b < p°. The convexity of E)
implies that pO(x) + p%(—x) > 20°(0) = —2infpeo(p°)*(Q) = 0, from
which the implication follows.
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2=-3: Substituting 0 for x, we have p°(0) > E)(O) > —p9%(0). Thus, 0°(0) >
E)(O) > 0 holds. In addition, (4.1) implies that p°(0) < 0.

3=-4: Obvious. R R

4=-1: By the definition of p°, Q # @ is ensured. Moreover, 0 = p%(0)

—infoeo(p?)*(Q) holds true. O

Example 4.11 We consider a one-period illiquid market model as in Exam-

ple 3.1. Now we treat a binomial model with f(a) = a?. Let Q = {wq, wy},
P({w;}) > 0fori=1,2,and

_J1 if w=ws,

S(w) = { -1 ifw = wy.

The set of O-attainable claims is given as
M={aS—a*la € R} — L, = {aS —a?|a € [-1/2,1/2]} — L.

For a probability measure Q, we denote g := Q({w;1 }), and identify Q with
g. Thus, we regard [0, 1] as the set of all probability measures. We have

12
(0")*(q) = sup {EqaS]—a’} = sup a(2q—1-a)= (2(741)
a€[-3,3] we[-1,1]

Obviously Q # @ and infoco(0°)*(Q) = 0 hold true. Besides, p° is consis-
2, and p°(x) = —2, that

tent with p°. For x = 71y}, we have p’(—x) ,
is, its no-arbitrage pricing bound is given by |5, %} 0

Example 4.12 The condition “Q # @” does not ensure “infoco(0°)*(Q) =
0”. We consider the following simple model: Set Q) = {wi,wy}, and S =
Tiopy + %1 {w,}- Note that we do not need to specify ®. Let us consider
the case where M is given by {9#S|¢ € [0,1]} — L;. In this case, we have

P = Q # @ and infgeo(p’) (Q) = infgeo EqlS] = 3. Hence, p(0) = —1,
that is, p° is not normalized.

Remark 4.13 Condition 1 in Lemma 4.10 is equivalent to Qy # @ when M
is a convex cone. Actually, it will play a similar role to “Qp # ©@” in the
convex cone case as in [3].
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Example 4.14 By Lemma 4.10, 0°(0) = 0 whenever @(0) = 0, while its
reverse implication does not hold. We reconsider Example 4.9. Now, we
assume p°(0) < 0. Letting r = w(> 0), there exists an m € M such
that m > r, which means m(wy) > r for any k € IN. This is a contradiction.
As a result, p°(0) = 0. Next, we calculate pAO(O). Note that Q # @. For
any Q € Q and any ¢ > 0, we can find a finite set A C () satisfying
Q(A) > 1 —e. Thus, for any ¢ > 0, there exists an m € M such that
Eg[m] > 1 —¢. So that, (0°)*(Q) = 1 for any Q € Q. Consequently, we

o~

have p%(0) = —1.

Lemma 4.15 If there exists a Q € Q° with (p°)*(Q) = 0, then (ﬁ’ is relevant.

Proof. Letting Q be an element of Q¢ with (p°)*(Q) = 0, we have, for
any z € L \{0}, p°(—2) = Eq[z] — (0°)*(Q) = Eqlz] > 0. O

Example 4.16 Even if infoco(0°)*(Q) = 0, we may have (0°)*(Q) > 0 for
any Q € Q. Now, we construct such an example. Set Q = {wp, wy, ...},
P({wi}) = 2,(% fork =0,1,2,.... Letting M be given as {45|¢ € [0,1]} —
L., where S(wy) = 5 for any k € N, we have (0°)*(Q) = Eg[S] > 0
for any Q € Q. Defining a probability measure Qi for each k € IN as
Qc({wi}) = 1=y for I € N U{0}, we have Qx € Q for each k € IN.

Then infoeo(0°)*(Q) < infren(0°)*(Qx) = infren % = 0. As a result, the
condition in Lemma 4.15 is stronger than Condition 1 in Lemma 4.10 in
general.

Example 4.17 We consider the predictably convexity introduced in Exam-
ple 3.6; and illustrate representations of Q, Qp and (p°)* for predictably
convex models. The following argument is based on Section 6 of [1]. Now,
we assume that M defined in (3.2) is included in L; and define

P(S) := {Q € P]| there exists increasing predictable process A such that
G(8) — A is a Q-supermartingale for any ¢ € ©%}.

When Q € P(S), G(9) is a special semimartingale under Q for any ¢ € @°
(Lemma 6.2 of [1]). Fixing Q € P(S), we denote by M? + A? the canonical
decomposition of G(¢) under Q. Note that this decomposition depends on
Q. Now, we define A := {A?|¢ € ©°}. In addition, for two stochastic
processes X and Y, we define an order < as follows:

X XY <= Y — X is an increasing process.
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Remark that the ordered set (A, <) is directed upward (Lemma 6.4 of [1]).
An increasing predictable process AS is called an upper variation process
of the ordered set (A, <) if AS satisfies the following two conditions:

1. A=< ASforany A € A,

2. if an increasing predictable process A satisfies A < A forany A € A,
then A° < A holds.

The following assertions are from Theorem 6.9 and Theorem 5.2 in [1].

1. We have Q = P(S) and

00, otherwise,

(0°)*(Q) = { EQ[AF] <, ifQ e P(S),

where A% is an upper variation process for Q € P(S).

2. Qo ={Q € P(S)| G(¥) is a Q-supermartingale for any ¢ € es}.

5 Good deal valuations

In this section, we investigate thoroughly properties of GDVs. Since any
good deal bound is given as a subinterval of the no-arbitrage pricing bound,
when we represent the upper and lower bounds of a good deal bound as
functionals a and b respectively, we have [b(x),a(x)] C [—p°(x),p°(—x)]
for any x € L. Now, we define a functional p as p(—x) := a(x). It is then
natural that p is a normalized convex risk measure as discussed in [3]. We
call such a risk measure a GDV. Its precise definition is given as follows:

Definition 5.1 A convex risk measure p € R is said to be a good deal val-
uation(GDV) if

p(—x) € [—p°(x),p°(—x)] forany x € L, (5.1)

where R is the set of all normalized convex risk measures on L with the
Fatou property.

Note that we consider only convex risk measures having the Fatou prop-
erty as GDVs in this paper. Although the definition (5.1) is given from the
seller’s view point, we can rewrite (5.1) as

—po(x) € [-p°(x),0°(—x)] forany x € L, (5.2)
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which means that any GDV describes the lower bound of a good deal

bound. Indeed, denoting —p”(x) := b(x), p’ satisfies (5.2). Furthermore,

note that any GDV p satisfies —p(x) < p(—x) for any x € L since p(x) +

p(—x) > 2p(0) = 0 by the convexity. Then, for any GDV p, the interval

[—p(x), p(—x)] provides a good deal bound. Note that the upper and lower

bounds of a good deal bound are mostly described by different GDVs.
Now, we show equivalent conditions for the existence of a GDV.

Theorem 5.2 The following are equivalent:
1. Q # @and infoeo(p°)*(Q) = 0.
2. % isa GDV.
3. There exists a GDV.
4. P(m >¢) < 1forany e > 0and any m € M.
5. ¢ & M forany ¢ > 0.

Proof. 1=-2: By Proposition 4.8 and Lemma 4.10.
2=-3: Obvious.
3=-1: Let p be a GDV. Since p(—m) < p°(—m) < 0 for any m € M, we have

p"(Q) = sup{Eq[—x]—p(x)} > sup{Eq[m] —p(—m)}

xeL meM

> sup Eg[m] = (0°)*(Q). (5.3)

meM

Thus, p*(Q) = co for any Q € P\ Q. Supposing Q = @, p equals to —oco
identically by Theorem 2.6. This is a contradiction. In addition, we have
0 < infoeo(p?)*(Q) < infgegp*(Q) = Osince p(0) = 0.

1=-4: Supposing that there exist an ¢ > 0 and an m € M such that IP(m >
g) = 1, we have Eg[m] > ¢ for any Q € P. That is, sup,, .\, Eq[m] =
supgcp Eol] > € for any Q € P. From the view of Lemma 4.1, either
Q = @ or infoeg(0°)*(Q) > 0 holds true.

4=>5: We can see this by contraposition.

5=>1: We fix ¢ > 0 arbitrarily. Since ¢ ¢ M, Proposition 2.7 implies that
there exists a Q. € Q such that (p°)*(Q.) = sup;;c5; Eo.[7] < c. By the
arbitrariness of ¢ > 0, we have infoco(0°)*(Q) = 0. O
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Remark 5.3 1. As seen in Example 4.16, even if there exists a GDV, we

may find an m € M such that P(m > 0) = 1, that is, an arbitrage op-
portunity in a strong sense. In other words, all conditions in Theorem
5.2 are not sufficient for the no-arbitrage condition.

. The condition @ # @ is not sufficient for ﬁ’ to be a GDV, since it is
not necessarily normalized. See Example 4.12.

. The first condition in Theorem 5.2 is stronger than L" # @. Thatis, "
is not necessarily a GDV even if L" # @. See Example 4.9.

Remark 5.4 Theorem 3.2 of [3] provided equivalent conditions for the exis-
tence of a GDV when M is a convex cone. Now, we shall compare Theorem
5.2 with it.

1

. The third condition of Theorem 3.2 in [3]: “P(m > 0) < 1 for any
m € M” is sufficient, but not necessary for the existence of a GDV in
our setting as seen in Example 4.16.

. The fourth condition in [3]: “1 ¢ M” is equivalent to condition 5
in Theorem 5.2 when M is a convex cone, whereas condition 5 is
stronger than “1 ¢ M” unless M is a cone.

Next, we enumerate equivalent conditions for a given p € R to be a
GDV.

Proposition 5.5 Let p € R. The following are equivalent:

1

N

SIS

. pisa GDV.
. p(—=m) <0 forany m € M.
. 05 (Q) = (p°)*(Q) for any Q € P, that is, p is represented as

p(x) = sup{Eq[—x] — p"(Q)}.
QeQ

p(—x) € [p(x), p°(—x)] for any x € L.
- A{p? <0} c {p <0}
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Proof.  1=2: Forany m € M, we have p(—m) < p°(—m) < 0by (4.1).
2=-3: This is from (5.3).
3=4: For any x € L, we have

p(x) = sup {Eq[—x] —p*(Q)} < sup {Eg[—x] — (0°)"(Q)} = p°(x).
Qe QeQ

Moreover, the convexity of p yields that —p(—x) < p(x) < p%(x).

4=-1: Note that Q # @ holds under condition 4. Thus, ﬁ) < po by Proposi-
tion 4.8. In addition, p°(0) > 0 since p(0) = 0. So that, p°(0) = p°(0) = 0
because p°(0) < 0. As a result, Lemma 4.10 ensures that p is a GDV.

3=-5: Recall that Q # @ is ensured under condition 3. We have

po(x) <0 = foranye >0, thereexists m € M such thate +m+x >0
= foranye>0,e+ Eg[x] + (0°)*(Q) > 0forany Q € O
= foranye > 0,e+ Eg[x] +p"(Q) > 0forany Q € Q
= p(x) <eforanye >0
= p(x) <0.

5=2: Remark that we have p°(—m) < 0 for any m € M. Thus, —m € {p <
0} for any m € M. O

5.1 Relationship with risk indifference price

When M is a convex cone, p € R is a GDV if and only if it is a risk indiffer-
ence price, as shown in Theorem 3.4 of [3]. However, we cannot generalize
this result to our setting. In this subsection, we investigate relationship be-
tween GDVs and risk indifference prices. We start with the definition of
risk indifference prices.

Definition 5.6 For a given [—oo, co]-valued functional f on L, we define a
functional I(f) on L as

I(f)(x):= inf{re]Rug{Af(H-m%—x) Sn}gﬂf(m)}

In particular, when p is a convex risk measure, I(p) is said to be the risk
indifference price induced by p; and is represented as

I(p)(x) = inf{r € 1R|miglpr(m—l—x) —r< 7521{4‘0(”0}
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I(p)(—x) describes the risk indifference seller’s price for x induced by p
as introduced in Xu [41]. Selling x for a price greater than I(p)(—x), the
investor can find a suitable strategy from M so that the risk measured by p
does not increase. For more details on I(p), see [3], [27] and [41]. Now, we
prepare a lemma as follows:

Lemma 5.7 Let p be a convex risk measure on L. If I(p) is (—oo, oo]-valued, then
we have inf,,cp p(m) € R and that 1(p) is a convex risk measure with

e JE*(8) +p*(g) +infwemp(m), ifgeL’,
ey (e) = {oo, otherwise.

If 1(p) € R in addition, then Q # @ and

I(0)(x) = sup {JEQ[—x] —(0)"(Q) — p*(Q) — inf p<m>} |

QeQ meM
Proof. We can see the lemma by the same way as the proof of Lemma
2.10 in [3] together with the above Lemma 4.1. O

We illustrate an example of a GDV which is not a risk indifference price;
and two examples of GDVs which are risk indifference prices.

Example 5.8 We consider the same illiquid market model as Example 4.11.
Defining
29 —1
px) = sup { [~ - P2 64
]

g€(0,1
we have p(x) < 0 whenever ﬁ)(x) < 0. Thus, Proposition 5.5 implies that p
is a GDV. Moreover, p(—x) = ; for x = %1{(01} while ﬁ’(—x) = 2, namely,
o # E). The good deal bound induced by p in (5.4) is degenerated to a
singleton {1}, although its no-arbitrage pricing bound is [, 2] as seen in
Example 4.11.

Next, we show that p is not a risk indifference price. Suppose that p is
represented as p = I(17) for some convex risk measure 7. Since (0°)*(gq) <
0*(q) < @ by Proposition 5.5 and (2.3), we have p*(q) = (p°)*(q) for
g € {0,3,1}. In addition, Lemma 5.7 implies that p*(q) = I(1)*(q) =
(0°)*(q) +1*(q) + infywenm y7(m). Thus, 7*(q) + infuep y7(m) = 0 for q €
{0, 3,1}. Hence, the convexity of 7* implies that 7*(q) + infep 7(m) = 0
for any g € [0,1], that is, p* = (0")*, which is a contradiction. O
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Example 5.9 (Exponential utility indifference price) Fory > 0, weset®(a) =
e’*l —1and L = M®. For an agent having an initial capital c € R and

an exponential utility function with risk-aversion 7, the utility indifference
seller’s price p(—x) for x € L is defined implicitly as

sup B[—exp{—7y(c+m)}] = sup E[—exp{—7(c + p(—x) +m — x)}].
meM meM
For more details, see [7]. Denoting p-(x) := %loglE[exp{—'yx}}, we have
p(x) = I(py)(x). Note that p,, is called an entropic risk measure. Assuming
E[m] < 0 for any m € M additionally, we have inf,,cp p,(m) = 0, that is,
p(—m) < 0 for any m € M. Hence, p is a GDV. O

Example 5.10 (Shortfall risk measure) We consider an agent selling a claim
x with price r € IR; and selecting m € M as her strategy. Her shortfall risk
is then defined as a weighted expectation of the shortfall of her final cash-
flow r + m — x with a loss function /. Note that [ represents her attitude
towards risk. Now, we assume that [ is given as [(¢) = ®(0 A «); and
L = M®. For simplicity, we assume the continuity of I. To suppress the
shortfall risk less than a certain level § > 0 which she can endure, the least
price she can accept is given as

pi(—x) := inf{r € R| there exists m € M such that E[I(r +m — x)] < J}.

As seen in [1], p; is a convex risk measure with the Fatou property under
mild conditions. We define p; as pj(x) := p;(x) — p;(0). Denoting p} (x) :=
inf{r € R|E[I(r + x)] < 6}, we have p; = I(p]). As seen in the previous
example, supposing E[m] < 0 for any m € M, we have infyepm p} (m) =
p}(0), from which p; is a GDV. O

As seen in Example 4.11, a GDV is not necessarily a risk indifference
price. Accordingly, the following theorem gives sufficient conditions for a
GDV to be a risk indifference price; and for a risk indifference price to be a
GDV.

Theorem 5.11 Let p € R. We consider the following conditions:
1. There exists an n € R with inf,,cp 17(m) = 0 such that p = 1(1).
1'. There exists a convex risk measure nj with 1(0) = inf,,cp 17(m) such that

p = I(1).
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2. There exists a convex set A C L including 0 with A + L C A such that
forany x € L

p(x) = inf{r € R|there exists m € M such thatr + m+x € A}. (5.5)

3. pisaGDV.

Then 1=-1'" <2=>3 holds. Moreover, when p* — (p°)* is convex and M is given
as M = My — Ly for some o (L, LY)-compact convex set My including 0, all the
above conditions are equivalent.

Proof. 1=1'is obvious.

1" =2: Denoting 1" := 1 — infep 17(m), we have 1’ (0) = infep 7' (m) =
0.Let A:= {x € L|yy'(x) <0} and A, := {x € L|p(x) < 0}. Note that A is
a convex set including 0 with A + L, C A. We have

{x € L| there exists m" € M such that m' +-x € A} C A,

since p(x) = I(7)(x) = infpemn’(m+x) < y'(m’ 4+ x) < 0 if x belongs to
the LHS. Thus, we have

p(x) = inf{reRlx+rec Ay}
< inf{r € R|there exists m € M such thatm +x+r € A}.

As for the reverse inequality, we have, for any € > 0,
p(x) = inf{r e R| inf #'(m+x) <r}
meM

> inf{r € R|there exists m € M such that ' (m + x) <r+¢}
= inf{r € R|there exists m € M such thatm +x+r € A} —¢.

By the arbitrariness of ¢, we obtain (5.5).
2=1": Denote 5(x) := inf{r € Rjr +x € A}. Noting that y > —oo by
n > p;and #(0) = 0by 0 € A, we obtain that # is a normalized convex risk
measure by the conditions on A. Hence, it suffices to see

ég{dq(m +x) =p(x), (5.6)
since infy,ep 17(m) = 0 holds if (5.6) holds. Remark that infy,,cp 17(m + x) =
o er+m+x ¢ Aforanyr € Rand any m € M< p(x) = oo. Then,

we suppose that both inf,,cp 7(m + x) and p(x) are less than co. For any
r > infyepmy(m + x), there exists an m € M such that r +m+x € A.
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Thus, p(x) < r. On the other hand, for any r > p(x), there exists an m €
M such that r +m + x € A, thatis, y(m + x) < r, which implies that
inf,epm 7(m + x) < r. As a result, we have (5.6).

2=-3: As seen in the above, p = I(y) holds under condition 2. Then,
Lemma 5.7 provides that p* = I()* = 5* + (0°)*. Since * > 0 by
17(0) = 0, we have p* > (0°)*. Proposition 5.5 implies that p is a GDV.

As for the second assertion, it suffices to see the implication 3=-1. De-
fine p(x) == supoeo Fol—x] - p*(Q) + (¢°)*(Q)}. Since j > p > —oo
and p(0) < 0 by Proposition 5.5, p is a convex risk measure with the Fa-
tou property. Remark that p(m) > supgyo{—p*(Q)} = p(0) = 0 for any
m € M, thatis, p(0) = 0 and inf,ep p(m) = 0. Thus, we have

@) = inf plm+ )~ inf ) = inf fm+
= inf sup{Eqg[-m —x] —p*(Q) + (0°)*(Q)}

meMy QEQ

= sup inf {Eq[—m —x] —p"(Q) + (p")"(Q)}
QeQ 0

— sup{Eq[—x] —p"(Q)} = p(x),
QeQ

since the minimax theorem (Theorem 3.1 of Simons [39]) is applicable by
the compactness of My and the convexity of p* — (0°)*. 0

Remark 5.12 1. Theorem 3.4 in [3] asserts that, when M is a convex
cone, the following are equivalent for p € R: (a) p is a GDV; (b) there
exists 7 € R such that p = I(77); and (c) condition 2 in Theorem 5.11.
Now, recall that inf,,cpr77(m) = 0 automatically holds in the convex
cone markets. That’s because condition 1 in Theorem 5.11 is stronger
than the above condition (b).

2. When M is a convex cone, p coincides with p; and inf,ep p(m) = 0
holds. Thus, we do not need the minimax theorem to see the implica-
tion 3=-1 in the convex cone case.

3. Madan and Cherny [31] developed a theory for bid and ask prices.
They gave a framework of bid and ask prices which are expressed
in a similar way with (5.5), employing the concept of acceptability
indices and acceptability levels. More precisely, [31] formulated an
ask price a(x), corresponding to p(—x) in (5.5), as follows:

a(x) = inf{r € R|there exists m € M such thata(r +m + x) > v}
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for an acceptability level v > 0; and an acceptability index &, which
is defined as a function from L to [0, o] satisfying (a) a(x), a(y) >
vy = alx+y) =27 b alx) =7y =x= aly) = 7 and (o)
a(x) > ¢ = a(cx) > v for any constant ¢ > 0. Note that M is
assumed to be a convex cone in [31].

5.2 Extension to conical market

Here we consider a conical market generated by the convex constrained
market M. We define a convex cone set generated by M as

M' := {em|c > 0,m € M};

and regard it as the set of all 0-attainable claims in the extended market.
Now, for a given p € R, we denote

p'(x) := sup {Eq[—x] —p"(Q)}.
Qe

Note that p’ is a convex risk measure on L with the Fatou property when-
ever Qy # @, and vice versa. In addition, p’ € R ifand only if infoc g, p*(Q)
0. We show the following proposition:

Proposition 5.13 For any GDV p (for the market M), if o’ € R, then p' is the
largest GDV for the extended conical market M’ smaller than p.

Proof. Since Eg[m’] < 0 for any m’ € M" and Q € Qp, we have
o'(—=m') = sup {Eq[m'] —p*(Q)} < sup {—p"(Q)} =0
Qe Q€eQo

for any m’ € M’, which means that p’ is a GDV for M’ by Proposition 5.5.

Now, o’ is smaller than p, that is, p’(x) < p(x) for any x € L. Taking p;
a GDV for M’ smaller than p arbitrarily, we show p’ > p;. Denoting by pj
the penalty function of p;, we have p;(Q) = sup, ., {Eg[x] —pi1(—x)} >
sup,.; {Ep[x] —p(—x)} = p*(Q) for any Q € Q. Note that, for any Q ¢
Qo, there exists anm} € M’ such that Eg[m}] > 0, thatis, sup,, .y Eq[m'] =
co by the cone property of M’'. Hence, for any Q € Q\ Qp, we have

01(Q) > sup {Eq[m'] - pi(~m')} > sup Eqlm'] = co.

m'eM’ m'eM’

Consequently, we obtain

p'(x) = sup {Eg[—x] - p"(Q)} = sup {Eg[—x] - p7(Q)} = p1(x)
QeQo Qe
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for any x € L. O

5.3 Coherent good deal valuations

When M is a convex cone, E) is coherent, that is, there is a coherent GDV
whenever a GDV exists. On the other hand, in our setting, since p° is not
necessarily coherent, there might be no coherent GDV even if a GDV exists.

Now, we illustrate an equivalent condition for the existence of a coherent
GDV.

Proposition 5.14 Qg # @ if and only if there exists a coherent GDV.

Proof. ~ Suppose Qo # @. Taking a Q € Q, we define po(x) := Eg[—x]
for any x € L. Note that pg is in R and coherent. We have then pg(—m) =
Eq[m] < sup,, s Eo[m] = 0 for any m € M, from which pg is a GDV.

To see the reverse implication, let p be a coherent GDV. Since p is co-
herent, p* takes the values 0 and oo only. Defining Q := {Q € Q|p*(Q) =
0}, we have that Q is nonempty and p(x) = supy. g Eq[—x]. Proposi-
tion 5.5 implies that, for any m € M and any Q € Q, 0 > p(—m) =
SUPoc 5 Eq[m] > Eg[m]. Thus, sup,,c\ Eg[m] = 0 for any Q € Q, that

is, @ C Q. O

6 Fundamental Theorem of Asset Pricing

In this section, we prove a Kreps-Yan type FTAP with convex constraints.
Basically, the Kreps-Yan theorem ([29] or Section 5 in [19]) asserts, very
roughly speaking, the equivalence between the existence of an equivalent
martingale measure and the NFL: M N L, = {0}. [3] proved, for the case
where M is a convex cone, the equivalence among the NFL, Qp N Q° # @
and the existence of a relevant GDV. Noting that Q and Qg coincide when
M is a convex cone, and taking Theorem 5.2 and Lemma 4.15 into account,
we naturally expect the equivalence between the NFL and either condition
1 or 1’ of the following theorem, whereas neither of them actually holds.
On the other hand, the equivalence between the NFL and the existence of a
relevant GDV still holds. The following is an FTAP for markets with convex
constraints:
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Theorem 6.1 As for the following conditions, we have 1’ =4<3<2=1.
1. Q° # @and infoe o (0°)*(Q) = 0.
1'. There exists a Q € Q° with (0°)*(Q) = 0.
2. MN Ly ={0}.
3. There exists a relevant GDV.
4. ﬁ) is a relevant GDV.
Proof. 2=-1: For each ¢ € (0, 1], we define a set B; as
Bs:={x € L|0 <x <1,E[x] >} (6.1)

Note that B; is compact in (L, LY) and M N B; = @. Thus, Proposition 2.7
ensures the existence of Q; € Q satisfying

sup Eq,[m] < inf Eg,[x]. (6.2)

meM *€Bs

Now, we denote Q%) := Q, « € Q (Q, « is defined in (6.2) for § = 27

for any k € N; o= ‘ dQ o V1 (lylle = inf{c > OE[¥(y/c)] < 1});
and C, := Y2, =~ < oo for any n 6 ]N Moreover, we define B} := CZ}::k

for any k > n; and QUM .=y ,Bk k) for any n € IN. Note that Q) is a
probability measure equlvalent toP, since >, B! = 1and Q¥ (A) > 0 for

any A € F with P(A) > 27 by (6.2). Now, we denote 7; := Y7/ ndQ

k ~dP
fori = 1 2 . Then, {7;} is a Cauchy sequence in || - ||¢; and Lemma 4.3
y1e1ds L e L‘F Moreover, noting that 27" € B,-« for any k > 1, we have,

for any n E N,

[ee]

supE~ y[m] = sup ZﬁkEQ <Zﬁk5uPEQ [m]
meM meEM k=n k=n meM
< Zﬁkxelgf Equlx] < Y pi27" =2~
k=n

which implies QM e Q° with (po)*(é(”)) < 27" As a result, we obtain
infoe o (0°)*(Q) = 0.

4=-3: Obvious.

3=2: Let p be a relevant GDV. Since p(—z) > 0 for all z € L\{0} by
the relevance, it suffices to see that p(—m) < 0 for any m € M. If there
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exists an m € M with p(—7) > 0, then we can find a Q € Q such that
Eq[m] > p*(Q) > (0°)*(Q) = sup,,. Eolm] by Proposition 5.5. This is a
contradiction. R

2=4: Since condition 2 implies condition 1, p° is a GDV by Theorem 5.2.
Next, we show the relevance of ﬁ). For any z € L\{0}, z A 1 belongs to
B; for some 6 € (0,1], where B; is defined in (6.1). Since BN M = @,
Proposition 2.7 implies the existence of Q € Q satisfying sup;; _3; Eo[m] <
infycp, Eg[x]. Then, we have 0 < sup 3;Eqo[m] < EglzA1] < Eglz].
Consequently, E) is relevant.

1" =4: Theorem 5.2 and Lemma 4.15 imply that ﬁ) isarelevant GDV. O

Remark 6.2 We can regard Theorem 6.1 as a generalization of Corollary
9.32in [23].

Example 6.3 For the model introduced in Examples 4.11 and 5.8, ﬁ) is rele-
vant, and condition 1’ in Theorem 6.1 holds. O

In order to complete Theorem 6.1, we illustrate counterexamples for the
implications which are not shown.

Example 6.4 (Counterexample for 1=-2) Setting 0 = {wi|k € N} and
P({wy}) = 27 for each k € IN, we define random variables Sy, k € N

as ;
1 fw=wy,
Sk(w) = { 0, ifw # wy,
and M = co{S1, S, ...} — L;. Remark that any element m € co{S;,S,...}
isexpressed as m = Y ;> ; AkSk, where the sequence { Ay }ren satisfies Ay > 0
forany k > 1, Y17 1 Ay = 1 and A, = 0 except for finitely many ks. This
model then does not satisfy condition 2.
Next, we make sure of condition 1. To this end, we define for each
n € N,
1 ifk<n—1,

Qul{wi}) = { B

, otherwise.

We can see that each Q, is a probability measure equivalent to IP; and dd%” <
ZT_I. For m € co{S1,Sy,... } withm = Y2 ; A¢Sk, we have

Eg,[m] = ZAan (o <y -1

= n n
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Thus, we obtain, for any n € N,

(0°)*(Qu) = sup Eq,[m] =  sup  Bg,[m] <

meM meco{S1,52,... }

7

1
n

from which condition 1 follows.

Example 6.5 (Counterexample for 4=1') We take Q) = {wi|k € Z} and
a probability measure P with P({wy}) > 0 for each k € Z. Further, we
define random variables S, k € Z as

1, if w = wy,
Sk(CU) = -1, ifw= Wi—1,
0, otherwise,

and M = co{Sklke Z} — L..
Now, we see that this model satisfies condition 4. We define, for each
i€ Zandjec N,

; 1 |k—i
Qi({wi}) = (.— | > ‘) V0.
J J
We can see that each Qj- is a probability measure with bounded density %.
For any m € M with representation m = ) ;7 ; A;S, we have

1
],72-
We have then (po)*(Qé) = ].lz,that is, Q;'. € Q. Thus, Q # @andinfoeo(p?)*(Q) =

0, which ensure that o0 is a GDV. On the other hand, taking az € L \{0}
arbitrarily, we can find an ¢ > 0 and an i € Z satisfying z > €1,,,. Hence,
we have IEQ; [z] > z—:Q;({wi}) = % forany j € N. For a sufficient large j, we
have [z] > (0°)*(Q)), thatis, p%(~z) > 0.

Next, we see that condition 1’ does not hold. Since condition 4 holds, so
does condition 1 by Theorem 6.1, that is, Q¢ is nonempty. For any Q € Q°,
there exists a kg € Z such that Q({wy, }) — Q({wk,-1}) > 0. Indeed, since
Ko := {k € Z|Q({wk}) > Q({wo})} is finite, we can take kg = min K.
Hence, we have, for any Q € Q°,

(0°)*(Q) = sup Eq[m] > Eq[Sk,] = Q{wiy}) — Q{wiy-1}) >0,

meM

gl = Y- MEq 15 = 1 Ac{Qj(lwn) - Qiflwii)) } <

which denies condition 1’.
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Here we give an equivalent condition to condition 1’ in Theorem 6.1.

Proposition 6.6 There exists a relevant coherent GDV if and only if Q° N Qg is
nonempty.

Proof. “if” part: This is shown by a similar way with Proposition 5.14.
Taking a Q € Q°N Qp, we define pg(x) := Eg[—x] for any x € L. Then, pg
is a coherent GDV which is relevant.

“only if” part: This follows from the Halmos-Savage theorem (see e.g.
Theorem 25 in [18]). Now, we give just a sketch of proof.

Let p be a relevant coherent GDV. Denoting A := {x € L|p(—x) < 0},
we have sup, ., Eg[x] = p*(Q) for any Q € Q. Now, we consider B
defined in (6.1). Since AN Bs = @ for any § € (0, 1], the same separating
argument as Proposition 2.7 implies that, for any 6 € (0,1], there exists a

Q € Q such that
p*(Q) =supEg[x] < inf Eg[z],
xeA z€B;

since A is o(L, LY)-closed. Now, for each § € (0, 1], we denote
Q5 = {Q € Q’ inf IEQ[Z] > p*(Q)}
z€B;

Remark that Q; is stable for countable unions. Then, we can find a Qs € Qs
satisfying ]P({% > 0}) = maxpeg, ]P({STQ, > 0}). In addition, we can see
that H’({% > 0}) = 1 by contradiction. Since § € Bs, we have p*(Q;) <
J, from which p*(Q;) = 0 holds, since p* takes the values 0 and co only.
Hence, (p°)*(Q;) = 0 by Proposition 5.5, that is, Qs € Q¢ N Q. O

Remark 6.7 As mentioned at the beginning of this section, [3] showed in
their Theorem 4.2 the equivalence among Q° N Qg # @, the NFL and the
existence of a relevant GDV for the case where M is a convex cone. The-
orem 6.1 together with Examples 6.4 and 6.5 implies that, under convex
constraints, there is no equivalent condition corresponding to Q°N Qg # @,
which is shown to be equivalent to the existence of a relevant coherent GDV
in Proposition 6.6.

6.1 An extension theorem

We assume that any x € L is priced at p(—x), where p is a GDV. Then
x — p(—x) is a O-attainable claim. Now, we extend our market by adding
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all these claims to M. More precisely, the set of 0-attainable claims for the
extended market is represented as
MP = {x—p(—x)|x € Lp(—x) < oo} — L,
~ {reLlp(=x) =0}~ L, = {x € Ljp(~) < 0}.
Remark that M is a convex set including M. Since M is closed in (L, LY)
by Theorem 2.6, the NFL for the extended market is equivalent to M* N

L, = {0}, which is the no-arbitrage condition. We have the following
theorem:

Theorem 6.8 Let p be a GDV. The following are equivalent:
1. pis relevant.
2. —p%(x — z) < p(—x) forany x € Land z € L, \{0}.
3. —0%(x —z) < p(—x) forany x € Land z € L\ {0}.
4. MPN Ly = {0}.

Proof. The implications 2=>3=>1<>4 are shown by the same way as The-
orem 4.3 in [3]. Then we have only to see the implication 1=-2. For any
z € Ly\{0}, there exists Q, € Q such that Eq [z/2] > p*(Q;) by the
relevance of p. Thus, Proposition 5.5 implies that Eq [z] > 20*(Q.) >
0*(Qz) + (0°)*(Q:). Therefore, for any x € L, we have

—pM(x—z) = inf {Eolx—z]+(s")"(Q)} < Eo.[r—2] + (v)"(Q:)

< Eq,[x] —p"(Qz) < sup {Eg[x] —p"(Q)} = p(—x).
QeQ

7 Conclusions

We study properties of good deal bounds for incomplete markets with con-
vex constraints. In Section 4, we study properties of superhedging cost p°

and its largest minorant with the Fatou property p?. Next, we see that the
existence of a GDV is equivalent to “Q # @ and infgeg(p°)*(Q) = 0”
in Theorem 5.2; and enumerate equivalent conditions for a given p € R
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to be a GDV in Proposition 5.5. Moreover, we introduce an example of a
GDV which is not a risk indifference price; and look into relationship be-
tween GDVs and risk indifference prices. Furthermore, we prove an FTAP
under convex constraints in Theorem 6.1. Among others, the equivalence
between the NFL and the existence of a relevant GDV is proved. More-
over, we illustrate counterexamples to see that neither Q° N Qy # @ nor
infoe o (0°)*(Q) = 0is equivalent to the NFL.
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