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1 Introduction

The declining share of manufacturing value-added, often referred to as “deindustrial-
ization,” is fast becoming a major concern for policymakers and academic researchers
(e.g., Rodrik, 2016; Bernard, Smeets, and Warzynski, 2017).! One reason for this is that
“many observers and policy makers believe future economic hopes rest in important
part on fostering new manufacturing industries” (Rodrik, 2016, p. 2). In this context,
Redding (2002) and Nickell, Redding, and Swaffield (2008) examined the specializa-
tion dynamics of manufacturing production across countries. Redding (2002) found
that factor endowments play an important role in the long-run patterns of specializa-
tion in Organisation for Economic Cooperation and Development (OECD) countries,
while Nickell, Redding, and Swaffield (2008) concluded that the more rapid decline in
the manufacturing share of gross domestic product (GDP) in the UK and the US than
in Germany and Japan is explained by the patters of total factor productivity (TFP) and
changes in the relative price of manufactured and nonmanufactured goods.

It is also a concern that manufacturing in some regions within a country decline
more rapidly than in others, with recent studies suggesting that factor markets should
be defined at the local rather than the national level. For example, Autor, Dorn, and
Hanson (2013) argued that labor mobility across states is surprisingly low even in the
US. Dix-Carneiro (2019) pointed out that the adjustment of capital across regions is also
slow in Brazil because depreciation is low and new investments are gradually directed
toward regions that are less affected by trade shocks. An important implication of these
studies is that because factor adjustment across regions is slow, industrial structure
could diversify across regions within a country and therefore the pace of deindustrial-
ization may be uneven across regions.” This is important because regional heterogene-
ity could lead to unintended distributional consequences of various national policies,
such as trade liberalization.

When compared to country-level analysis, the regional-level analysis of deindustri-

alization within a country remains limited. One reason is that to investigate deindustri-

!'Deindustrialization is also represented by the declining share of manufacturing in employment. For
example, see, Rodrik (2016).

*Bernard, Redding, and Schott (2013) found that factor price equalization does not hold across regions
in the US. They also revealed that regional wage differentials are closely related to regional industrial
structure.



alization (i.e., the declining share of manufacturing value-added), economists need not
only information on manufacturing but also on nonmanufacturing to compute indus-
try shares. In other words, the analysis of the patterns of manufacturing specialization
across regions within a country is not necessarily able to directly address deindustrial-
ization within a country. Nonetheless, some studies have addressed this issue. Redding
and Vera-Martin (2006) examined the patterns of specialization for 45 regions in seven
European countries; however, their regional classification is not sufficiently detailed to
focus on a single country. Murakami (2015) and Dauth and Suedekum (2016) investi-
gated the regional heterogeneity of deindustrialization in Japan and Germany, respec-
tively. Murakami (2015) pointed out that migration and urbanization affected deindus-
trialization in Japan prior to 1970.% For their part, Dauth and Suedekum (2016) found
that deindustrialization was driven by the increase in international trade.* While these
studies present insightful results with significant contributions to the literature, their
empirical analyses do not necessarily connect to the underlying theoretical models in
the sense that the regression equations in Murakami (2015) and Dauth and Suedekum
(2016) are not directly derived from theory.

This paper cements research gaps discussed above and also addresses these is-
sues, focusing on Japan where both output and input data are available at detailed
regional and industry levels for both manufacturing and non-manufacturing indus-
tries between 1972 and 2012.° Like other high-income countries, Japan has experi-
enced shrinking manufacturing employment and falling manufacturing value-added
as a share of total over the last four decades. Panel A in Figure 1 plots the level and
share of manufacturing employment from 1972 to 2012. As shown, manufacturing
employment peaked at well over 15 million workers in 1992 and then fell by nearly
35 percent over the next 20 years. Similarly, the share of manufacturing employment
in total employment declined continuously over the same period, from 25.6 percent
in 1972 to just 15.9 percent in 2012. Panel B in Figure 1 plots the level and share of

manufacturing value-added (current prices) over the same period. As shown, manu-

SHowever, the migration rate in Japan declined after 1970, which is detailed in Section 2.3.

“In addition to these factors, some theoretical and simulation studies in new economic geography
suggest that the decline in transportation costs could affect deindustrialization (e.g., Murata, 2008; Desmet
and Rossi-Hansberg, 2014) or spatial inequality in incomes (e.g., Allen and Arkolakis, 2014). However, to
the best of our knowledge, empirical studies have yet to confirm a clear relationship between these factors
across regions within a country.

®Section 2 explains the data used in this paper in more detail.



facturing value-added peaked at 123.3 trillion yen in 1991, falling to only 86.5 trillion
yen by 2012, while its total value-added share gradually declined from 35.5 percent in
1972 to just 20.8 percent in 2012.°

However, this deindustrialization pattern is not common across prefectures within
Japan.” Figure 2 illustrates the share of manufacturing value-added in 1972 and 2012
by prefectures, which are sorted from left to right based on their manufacturing shares
in 1972. If a percentage point decline is common across prefectures, the line exhibits
a parallel downward shift. If the decline is proportional, the line depicts a smaller
downward shift in the prefectures on the left and a larger downward shift in the pre-
fectures on the right. Panel A of Figure 2 presents, however, neither of these patterns
and the decline in the share of manufacturing value-added differs markedly across pre-
fectures within the country. Consequently, even though Japanese manufacturing faces
deindustrialization on average, there are a few prefectures in which the share of man-
ufacturing value-added has increased. In other words, deindustrialization is spatially
uneven within the country.

Panel B of Figure 2 presents this pattern on a map of Japan. Colors are based on the
quartile of the changes in the share of manufacturing value-added, which corresponds
to the vertical difference between 1972 and 2012 in Figure 2 for each prefecture (i.e.,
the change from 1972 to 2012 for each prefecture). A darker color indicates a larger
decline. This figure shows that rapid deindustrialization is not randomly distributed
across prefectures and is concentrated in two major metropolitan areas: Tokyo and
Osaka. This also implies that deindustrialization may be spatially interdependent.’

Drawing on this background, this paper empirically examines how and why dein-
dustrialization patterns can vary across regions within a country. Our theoretical and
empirical approach is based on a series of works by Redding and colleagues (Redding,
2002; Redding and Vera-Martin, 2006; Nickel, Redding, and Swaffield, 2008) that ana-
lyzed cross-country specialization patterns according to neoclassical trade theory. An
advantage of the use of a trade model is that it enables us to analyze the changes in the

share of value-added across sectors simultaneously in a simple way. The contribution

5The value-added per capita increased from 2.190 in 1972 to 9.591 in 2005 and then declined to 8.675 in
2012.

7Japan consists of 47 administrative regions. Each region is officially called a “prefecture.” Hereafter,
this paper freely interchanges the terms “region” and “prefecture.”

8Formal tests of spatial interdependence will be provided in Section 3.



Figure 1: Manufacturing Employment and Value-Added in Japan, 1972-2012
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Notes: Manufacturing value-added based on current prices.

Source: Research Institute of Economy, Trade, and Industry (RIETT) (2017) R-JIP Database.



Figure 2: Share of Manufacturing Value-Added in 1991 and 2012 by Prefecture
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of this study is twofold. First, the analysis considers the spatial interdependence of
deindustrialization across regions using spatial econometric techniques and the frame-
work of general equilibrium analysis. In this paper, spatial interdependence means the
spatial correlation of production (e.g., through agglomeration externalities) and that of
random shocks between prefectures.” Second, the paper quantifies the contribution of
the factors that could potentially affect deindustrialization.

The major findings of this paper are threefold. First, the large variation in dein-
dustrialization within a country is attributable to differences in productivity and price
changes across prefectures. This suggests that prefectures with manufacturing indus-
tries that face sharp price declines and/or exhibit slower productivity growth are more
likely to deindustrialize. Second, the effect of a slowdown in capital accumulation,
partly because of the expansion of foreign direct investment (FDI) or offshoring, does
not appear in individual prefectures, but is common across prefectures. Finally, the
effect of spatial interdependence is not only statistically significant, but also nonnegli-
gible in terms of magnitude.

The remainder of the paper is organized as follows. Section 2 explains the analytical
framework, discussing the theoretical model, data, and econometric concerns. Section
3 presents the results of the baseline model and Section 3 discusses the results of alter-
native models. Drawing on these estimation results, Section 4 examines the economic
magnitude of these results, the changes in industry composition within manufactur-
ing, and the price changes. The final section summarizes the findings and presents

their implications.

2 Analytical Framework

2.1 Theoretical background

Our theoretical framework follows Redding (2002) by drawing on the neoclassical the-
ory of trade and production (Dixit and Norman, 1980). More specifically, the analysis

focuses on production rather than trade. One of the advantages of this model is that

°In this paper, production is measured by the value-added (net output). Section 2.3 presents a formal
definition.



it requires no assumptions about consumer preferences.'’ The analysis in this paper is
thus consistent with a wider range of forms of consumer preferences, which affects the
production structure through prices.!!

Another advantage of neoclassical theory is that it enables us to analyze the changes
in the share of value-added across sectors simultaneously in a simple manner.'> More
specifically, the theory allows us to identify the determinants of deindustrialization
in the general equilibrium framework and derive an econometric specification with
producer optimization. The theory translates the fall in manufacturing and the rise
in the services sector into the contribution of relative prices, productivity, and factor
endowments as follows.

Index regions by z € {1, ..., Z}; industries by j € {1, ..., N'}; factors of production by
i € {1,..., M}; and time ¢. Assume that production occurs under perfect competition
and constant returns to scale.'> Let Yzt and v,;; be the output and factor inputs of
industry j in region z in year ¢t. Assume that technology differences are represented by
Hicks-neutral region—industry—time technology.'*

In this setting, the revenue function takes the form 7(¢p.¢, v.¢), where ¢, and p.¢
are the vectors of the productivity parameter and relative prices of region z in year ¢;
and v, is factor endowment in region z in year ¢. Assume that the revenue function is

approximated as a translog form that provides an arbitrarily close local approximation

10 Indeed, the central predictions of the Heckscher—Ohlin model are for producer equilibrium, as three
of the Heckscher—Ohlin model’s four key theorems (i.e., Rybczynski, Stolper-Samuelson, and factor price
equalization) require no assumptions about consumer preferences.

"Recent studies have pointed out the importance of nonhomothetic preferences as a determinant of the
sectoral composition in value-added. For example, see Matsuyama (2019).

2In recent years, studies such as Allen and Arkolakis (2014) have developed quantitative spatial models
of trade. While their frameworks are precise and sophisticated, they are also complicated; therefore, they
are not easy to implement. This paper attempts to present a simple alternative approach, although we
acknowledge that the framework has several shortcomings.

While these assumptions are restrictive, they are helpful when formulating a general equilibrium
trade model. For example, see, Eaton—-Kortum model (Eaton and Kortum, 2002) which develops a multi-
country, multisector general equilibrium Ricardian model.

“The introduction of the productivity parameter allows us to control for Ricardian technology differ-
ences across regions. For details, see Morrow (2010).



to the true underlying revenue function:

In T(sztpzta Uzt) = Boo+ Z BO] In PzjtPzit + = Z Z /8]14? ln Wzgtpzﬁ) ln((pzktpzkt)
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where j,k € {1,..., N} index industries and i,h € {1,..., M} index factors. Assume
further that the symmetry of the cross effects (i.e., 3jr = fi; and 6, = i, V5, k, 4, )
and linear homogeneity of degree oneinv and p (ie., 3_; Bo; = 1,32, 005 = 1,32, Bjk =
0,2 60j = 0,and 3_;7ij = 0).

In the model, firms maximize profits, taking producer prices as given. Because un-
der perfect competition, domestic producer prices equal foreign producer prices plus
tariffs and transportation costs, producer prices include the effects of tariffs and trans-
portation costs. Differentiating the revenue function with respect to the log of p.;; and
adding the error term ¢ ;;, we obtain the following general equilibrium relationship be-
tween the share of industry j in region z’s GDP in year ¢ and relative prices, technology,

and factor endowments:

pzjtyzjt(@ztpzta Uzt)

Syt = + €45
2t T(sztpzty Uzt) 2t
= Boj+ Y Bk M @apaDa + D Vi I zit + 2t 2)
k i

where 3 s, = 1.1 Standard microeconomic theory suggests that the effect of own-
sector price-productivity is positive (i.e., 8j; > 0) because it increases revenue. In
contrast, the effect of other-sector price productivity is undetermined a priori because it
depends upon the complementarity/substitutability between industries. Trade theory
suggests that v;; > 0 if industry j is factor i-intensive. The magnitude of the coefficient
cannot be determined a priori and thus clarified by the empirical analysis. In the matrix

form, equation (2) is written as:

St = ﬁijt + €jt, (3)

LFor the derivation of equation (2), see Appendix A.



where sj; is the GDP share of industry j in year ¢, and X; is a matrix of regressors
including factor endowments. This equation is the basis of the regression analysis.
Note that because } _; s.j: = 1 and with parameter restrictions only N — 1 equations

can be estimated.

2.2 Data
2.2.1 Source and classifications

Before discussing the econometric specification, we explain the data used in the analy-
sis, being the 2017 Regional-level Japan Industrial Productivity (R-JIP) Database from
1972 to 2012.'° This is a regional-level version of the Japan Industrial Productivity
Database, which provides annual information on capital and labor inputs, as does the
National Bureau of Economic Research manufacturing database. There are two notable
features of this database. First, the information is available at the prefecture-industry
level. Second, the data include both manufacturing and nonmanufacturing sectors in
47 administrative prefectures in Japan from 1970 to 2012 for 13 manufacturing indus-
tries and 10 nonmanufacturing industries.!” The local market is defined using this
prefecture classification.'® Note that a “prefecture” in Japan corresponds to a “state” in
the US. The sample period commences with the return of the Okinawa prefecture by
the US to Japan in 1972.

Following Nickell, Redding, and Swaffield (2008), industries are aggregated into
five sectors: Agriculture (j = 1), Manufacturing (j = 2), Other production (j = 3),
Business services (j = 4), and Other services (j = 5).!° Given that deindustrializa-
tion is concerned with the decline in the share of aggregate manufacturing in GDP, the
manufacturing sector is considered as a whole, along with aggregates of the other ma-
jor sectors. The Other production sector comprises mining, utilities, and construction.
The services sector is divided into Business services and Other services because finan-

cial and business services are likely to be more tradable than other services, which may

16 Available at https://www.rieti.go.jp/en/database/r-jip.html

17See Table B1 in Appendix B for the prefecture classification.

8The local market can be defined not only by the administrative classification but also by the commut-
ing zone. However, “most of the workers work in the prefecture where they live” (Taniguchi, 2019, p. 3).
Therefore, the definition of factor markets at the prefecture level may have some validity.

1“See Table B2 in Appendix B for the industry classification. The original industry category is the “in-
dustry” while the aggregate industry category is the “sector.”
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lead to different price movement patterns between prefectures.

2.2.2 GDP shares

The model yields predictions for the share of the current value-added price of each
sector in current price share of GDP. Hence, the current price share of GDP is the de-
pendent variable. Table 1 presents the change in the share of sectoral GDP." This table
presents the arithmetic mean values across prefectures, showing that the average share
of manufacturing value-added (As;) declined in the period from 1972 to 2012. It is also
interesting to note that all sectors except for Business services exhibit declining shares.

The remaining variables are detailed in Section 3.

Table 1: Summary Statistics: Arithmetic Mean Change Across Prefectures, 1972-2012
Mean S.D. Minimum Maximum

Asy -0.067 0.035 -0.137 -0.002
Asy -0.083 0.081 -0.331 0.051
Ass -0.040 0.026 -0.097 0.012
Asy -0.006 0.011 -0.039 0.018
Ass 0.197 0.045 0.131 0.348
Aln(e1pr) 1173 0.269 0.506 1.764
Aln(papa) 1967 0.355 1.230 2.755
Aln(psps) 1.746 0.258 1.346 2.379
Aln(p4ps) 1.675 0.174 1.107 2.092
Aln(psps) 2.352  0.169 1.938 2.874
Aln(K/L) 1.604 0.237 1.058 2.094

Notes: As; presents the changes in the share of sector j's GDP; A(y;p;) indicates the changes in the
log of the product of productivity and price of sector j; and j = 1,2, 3,4,5 correspond to Agriculture,
Manufacturing, Other production, Business services, and Other services, respectively.

Source: RIETI (2017) R-JIP Database.

2.2.3 Productivity

This paper measures productivity using a superlative index number measure of TFP
(for example, see, Nishimura, Nakajima, and Kiyota, 2005) for the following reasons.
First, it is derived under the neoclassical model’s assumptions of constant returns to
scale and perfect competition. It is thus consistent with the theoretical framework in

this paper. Second, although much progress has been made on estimating production

2Summary statistics for the share of GDP and other variables are in Table B3 in Appendix B. Note that
by definition, sectoral GDP includes sectoral exports while excluding sectoral imports. The analysis thus
accounts for international trade. Note also that the changes in the share of manufacturing value-added in
Table 1 is the arithmetic mean of the changes across prefectures. The change in Panel B in Figure 1 is the
share of manufacturing value-added in Japan as a whole.

10



functions over the past decade (e.g., Dobbelaere and Kiyota, 2018; Gandhi, Navarro,
and Rivers, 2020), that framework requires large cross-sectional variations (i.e., large
sample sizes for a given time) and thus is usually unable to be applied to sector-level
data (i.e., small sample).

Approximating constant returns to scale production technology with a translog
functional form, this superlative index number evaluates productivity in each prefec-
ture and year relative to a hypothetical average prefecture in the sector. Based on the
availability of the data, we use real value-added for output Y, and capital K and labor
L for inputs and set 2000 as the benchmark year (i.e., Inp,;; = 0if ¢ = 2000). This
means that TFP is measured relative to the hypothetical average prefecture in 2000.

More detailed explanations are in Appendix C.

2.2.4 Output, factor inputs, and prices

Output is defined as real value-added. Prices are measured with value-added deflators.
The deflator is an index of sector j in prefecture z in year ¢ relative to their value in the
same prefecture in 2000 (i.e., 2000 constant prices), and thus takes the value of one in
2000 in all prefectures. This deflator provides information on changes in nominal prices
in a particular prefecture—sector over time. Although the deflator does not capture
the level of prices across prefectures and sectors in 2000, the econometric specification
captures the level of prices in 2000 using a prefecture-sector fixed effect as described
below.

In the 2017 R-JIP Database, two factors are available at the prefecture-industry
level: capital (K) and labor (L), which correspond to the inputs of the production func-
tion (equation (C1) in Appendix C) and the endowments (v,;) in equation (2). Capital
stock is defined as the net real capital stock, and the unit of measurement is one million
Japanese yen (2000 constant prices). The capital stock primarily consists of machin-
ery and buildings, but not land. Labor is measured by hours worked (i.e., number of
workers multiplied by working hours per worker divided by 1,000).2" All inputs were
identified at the workplace.

Total cost is defined as wL 47 K. The price of the capital (r) is the user cost of capital

Z1n the 2017 R-JIP Database, labor is not disaggregated by skills or tasks. For a detailed explanation,
see Tokui, Makino, Fukao, Miyagawa, Arai, Arai, Inui, Kawasaki, Kodama, and Noguchi (2013).

11



that differs across industries but is identical across prefectures at the sector level. The
price of labor (w) is the average wage at the prefecture—sector level. TFP is computed
using the information on output, inputs, and prices (i.e., based on equation (C1) in
Appendix C). Prefecture endowments are also computed by aggregating prefecture—
sector capital and labor (hours worked) at the prefecture level. Before proceeding to
the estimation, the next subsection discusses some of the econometric challenges.

One concern is the effects of Japanese outward FDI (or offshoring) on deindustri-
alization. Note that the expansion of FDI would lead to a decline in domestic capital
stock (K ¢). In that sense, we consider the effects of FDI through the changes in capital
stock. Another concern may be the effects of an aging and declining population, lead-
ing to a decline in the domestic labor force (L.¢). This analysis accounts for the effects

of aging and a declining population through the changes in the labor force.

2.3 Econometric issues
2.3.1 Regression equations and estimation

There are four concerns in estimating equation (2). First, equation (2) forms a system
of N — 1 equations reflecting the general equilibrium relationship between variables.
Noting the cross-equation symmetry constraints, the error terms across equations may
be contemporaneously correlated; therefore, it is necessary to use a systems estimator.
To address this issue, we select Zellner’s method for seemingly unrelated regression
(SUR) equations, because of the following reasons. The one is that SUR can consider
the correlation of error terms in the system of equations. The other is that it enables us
to impose constraints on the parameters between the equations in a simple way. No
other estimation method appears to address these concerns simultaneously.”” Owing
to the parameter restrictions, we drop Other services from the estimation.

Second, as discussed earlier, deindustrialization may also be spatially interdepen-
dent. For example, suppose that an automobile company locates in one prefecture with
automotive parts provided by other firms located in either the same or neighboring pre-
fectures through vertical linkages. If production of the automobile company declines

for some reason (e.g., the global financial crisis), the production of parts in other pre-

22GUR is often used in estimating the system of equations. For example, see, Cicerone, McCann, and
Venhorst (2020).
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fectures may also decline through backward linkages. In that case, deindustrialization
between prefectures will indicate positive correlation. In contrast, some manufactur-
ing activities in one prefecture may move to another neighboring prefecture to avoid
high land prices. Then, deindustrialization between prefectures will show a negative
correlation. Moreover, unobserved shocks may be correlated because of geographical
proximity. However, such spatial interdependence is not captured in the theoretical
model in this paper.

To address the issue of spatial interdependence while simplifying the theoretical
framework, we employ spatial econometric techniques. Indeed, such spatial econo-
metric issues are not new in the literature on international trade.”® The value-added in
this study is to extend the analysis by introducing spatial econometric techniques and
SUR simultaneously, which is novel in the trade literature.

Note that there are several forms of spatial dependence. For example, spatial cor-
relation can be controlled for by including the spatial lag of the dependent variable
as an additional independent variable when some part of the total variation in dein-
dustrialization would be explained by each prefecture’s dependence on its neighbors.
Alternatively, spatial lag can be included as an error term when the error of an obser-
vation affects the error of its neighbors. More generally, spatial lags can be included as
both an independent variable and as an error term. For the choice of spatial form, we
employ the Lagrange multiplier test proposed by Mur, Lépez, and Herrera (2010).%*

Third, the initial industrial structure attributable to various factors, such as infras-
tructure and policies following WWII, may also affect the results. Noting that the initial
sectoral structure is constant throughout the period, we control for this effect by intro-
ducing a prefecture-sector fixed effect, a,;. This fixed effect also captures the time-
invariant prefecture-sector effects such as hysteresis.”

Finally, both factor prices and TFP are potentially endogenous because they may

be correlated with unobserved demand and/or supply shocks. In addition, factors

BFor example, see, Baldwin and Jaimovich (2012) for the analysis of free trade agreements.

* Another popular test for spatial autocorrelation is Moran’s I test which investigates the correlations
of a variable among nearby locations in space. However, as pointed out by Bivand, Millo, and Piras
(2021), Moran’s I provides no guidance in choosing between alternative models (e.g., a model with a
spatial autoregressive term or spatial errors). Therefore, we employ the Lagrange multiplier test rather
than Moran’s I test.

PWhile the prefecture-sector fixed effect controls for the time-invariant (e.g., initial) structure between
sectors, it does not control for the time-invariant structure within each sector. We address this in Section
4.2.
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are mobile across prefectures. Therefore, the demand-side effect may lead to reverse
causality between the sectoral share of GDP and factor endowments. However, unlike
country—industry-level data, it is not easy to find valid instruments at the prefecture—
sector level for both nonmanufacturing and manufacturing over the period.”® Even
if we could find some valid instruments, it is difficult to combine the instrumental
variable approach with SUR and spatial interdependence simultaneously because the
SUR itself is “structural” in the sense that it forms a system of equations that reflect
the general equilibrium relationships between variables. While we acknowledge the
importance of endogeneity, we place more weight on the general equilibrium as well
as spatial aspects given the difficulty in identifying appropriate instruments and the
growing importance of general equilibrium (e.g., Allen and Arkolakis, 2014).

Fortunately, labor mobility across prefectures is not high in Japan. This alleviates
some concern about the demand-side effects. Nevertheless, there remains a concern
about the effects of unobserved demand and/or supply shocks, which we control for
by introducing a sector—period fixed effect, o, where the period is defined as the 5-
year interval (i.e., 7 = 1972-1976, 1977-1981, etc.).”’

Note that even though the use of a year fixed effect is ideal, it is equivalent to in-
cluding the average GDP share of sector j across all prefectures (Klemm and Van Parys,
2012). If the regression equation includes both a year fixed effect (i.e., simple mean
GDP share) and a spatial autoregressive term (i.e., weighted mean GDP share) simul-
taneously, they will be highly correlated. Therefore, it would be difficult to identify the
true impact of each variable.”® To address this, we follow Olney (2013) and use a 5-year
fixed effect to control for trends in the data while avoiding the issues associated with
including a year fixed effect. Also note that for each observation, the sum of the depen-
dent variables (the value-added shares) over all equations always equal one. Together
with the parameter restrictions, if there are NV sector equations, only NV — 1 are linearly
independent. In other words, the coefficients of the /N-th sector can be computed from

the coefficients of the other NV — 1 sectors. We thus estimate the system of equations

%For example, Nickell, Redding, and Swaffield (2008) utilized variables such as the share of govern-
ment expenditure, the share of imported intermediate inputs, and tariffs as instruments. However, these
are available at the country level but not at the prefecture level.

YSection 3.4 re-estimates the model with alternative fixed effects to evaluate the robustness of the re-
sults.

BFor details, see Elhorst (2010).
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after dropping one sector (Other services) from the estimation.?’

Let the spatial weighting matrix be W, that is, a Z x Z positive symmetric and

nonstochastic matrix with element w.,/:>°

1 ifregions z and 2’ are contiguous;
Wy = (4)

0 if regions z and 2’ are not contiguous.

Because the analysis is based on five sectors (N = 5) and two factors (M = 2: capital K
and labor L), with parameter restrictions (i.e., ) ; Bjr =0and ), v;; = 0), we estimate

the following system of equations:

k=t Dk K

Slzt = 501 + Z 61 In ——— PhetDhzt +m In & + A1 wzmsjmt + o1y + a1r + Uiz
el P52tP52t 2t
_ (sztpk:zt Kzt

S2:4 = o2 + Z fo In ———— + y21In + A2 wzmsjmt + Qiox + qor + U2zt
©52tP5z2t L
kztPhzt K

832t = 603 + Z B In 90 i, + 73 In - + >\3 wzmsjmt + a3y + a3r + U3z
P52tP52t L
kztPk K.t

S42¢ = Boa+ Z Bag In ——— PhatPhat | Yaln == 4+ Ny wzmsjmt + ayz + ayr + gz,
©52tP5z2t L

(5)

where 1. = Bij; Y., W=mSjm: is the spatial autoregressive term and « . is the prefecture—

sector fixed effect. In matrix form, equation (5) is written as:*!

Sjt = BjXﬁ + A Wsjp +uj; and u; = p; Wy + €54 (6)

The signs of \; and p; are undetermined a priori because they depend upon the struc-
ture of spatial interdependence.

For each sector j, the variables are obtained at the prefecture-year level (z and t) and
thus these subscripts are suppressed in matrix form. Note that the SUR considers the

correlation of error terms between industries for a given prefecture, whereas the spatial

FStrictly speaking, the spatial terms do not face parameter restrictions. We also re-estimate the system
of equations by dropping Other production instead of Other services as a robustness check and find that
the signs and levels of significance of the coefficients are generally the same as those of the main results.

By convention, w.. = 0 for the diagonal elements.

*'Tn matrix form, the model with a spatial autoregressive term is written as s;: = ;X1 +A\;Ws;: + €;4;
and the model with spatial errors is written as: s;; = 3;X;; + u;: and uj; = p; Wuy; + €.
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interdependence accounts for the correlation of the dependent variable and error term
between prefectures for a given industry. The SUR and spatial interdependence thus
focus on correlation across different dimensions.

Also note that theoretically, it is also possible to include spatial lags for the regres-
sors (i.e., WX;). However, it would be technically difficult to estimate this model
because of the fixed effects (i.e., number of year and region dummies). We thus focus

on the spatial autoregressive term and spatial errors.*

2.3.2 Spatial weighting matrix

The spatial weighting matrix is constructed on whether prefectures have a common
border or are connected by bridges or by tunnels if there are seas between them.*® The
spatial weighting matrix is assumed to be the same across equations and time periods.
As is common, we use a row-standardized weighting matrix where it is normalized so
that each row sums to unity.

As an alternative, the weighting matrix could be constructed using information on
distance rather than contiguity. However, because the capital of the prefecture is not
necessarily the center of economic activity in the prefecture, it remains controversial
how to measure the distance between prefectures. To check the robustness of the re-
sults, Section 4 utilizes an alternative weighting matrix using information on highways

and railways.

2.3.3 Notes on factor mobility and factor prices

A concern is whether the neoclassical trade model is applicable to regional analysis
because factor mobility is higher within a country than between countries. However,
the model does not make any assumptions about factor mobility. Indeed, equation (2)
and thus equation (5) hold irrespective of factor mobility (Redding and Vera-Martin,
2006). Nevertheless, factor mobility changes the interpretation of these relationships.
On the one hand, when factors are geographically immobile, exogenous changes in fac-

tor endowments lead to endogenous changes in production structure. Therefore, the

*This in turn implies that the analysis addresses the spatial correlation of deindustrialization itself. The
spatial interdependence through regressors (e.g., productivity spillovers between prefectures) is beyond
the scope of the analysis.

PWe use data for bridges or tunnels from 2000 and most were constructed before 1990. The number of
neighboring prefectures is presented in Figure B1.
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general equilibrium relationship between production structure and factor endowments
should be interpreted in supply-side terms. On the other hand, when factors are geo-
graphically mobile, an exogenous change in demand and therefore production causes
factors to move endogenously across regions, which is a demand-side interpretation.
The equation could then reflect both demand- and supply-side effects.

In Japan at least, labor mobility is low. Fujita, Mori, Henderson, and Kanemoto
(2004) pointed out that the three largest metropolitan areas (i.e., Tokyo, Osaka, and
Nagoya) experienced a high rate of net migration until 1970 with a peak early in the
1960s. Kiyota (2012) also showed that annual migration across prefectures was about
one percent between 1995 and 2000, which is mostly the same as the migration rates of
some OECD countries, such as Switzerland.?* The demand-side effect does not seem
to be so serious in the case of Japan.*® Note also that factor endowment is measured by
the ratio rather than the absolute value. The effect of capital and labor movement will
be mitigated if both capital and labor move from one prefecture to another prefecture
simultaneously.

In addition, the use of regional data allows us to mitigate some problems from use
of cross-country data. For example, both measurement error and policy differences are
likely to be much smaller across prefectures within a country than across countries. A
similar argument can be applied to institutional differences in the labor market. Indeed,
several empirical tests of the trade model, such as Kiyota (2012), utilized prefectural
data within a country, as does this analysis.

In contrast, the disparities in factor prices across prefectures are much smaller within
a country than between countries. Even so, Kiyota (2012) confirmed large wage dispar-
ities, even among prefectures, in Japan. For example, the wage rate in Kanagawa is
twice as high as the wage rate in Aomori. It is also important to note that in the neo-
classical trade model, any differences in wages across prefectures should be reflected
in differences in relative factor abundance if the skill composition is the same across

prefectures.®

*As a result, average manufacturing wages vary across prefectures. The average manufacturing wage
rate in Kanagawa prefecture was twice as much as that in Aomori prefecture.

¥Section 3.4 employs an alternative period in the sample when labor mobility was low.

¥Section 3.4 employs alternative measure of labor input to control for the differences in skill composi-
tion across prefectures.
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3 Results

3.1 Descriptive analysis

Before proceeding to the regression results, this subsection examines the changes in
the independent variables. Panel A in Figure 3 presents the log of average prefecture
prices by sector from 1972 to 2012, which suggest an inverse U-shape for all sectors after
peaking in the mid-1990s. However, the Manufacturing price declines more rapidly
than that for the other sectors. As a result, the Manufacturing price in 2012 was smaller
than that in 1972. Panel B in Figure 3 presents the log of TFP from 1972 to 2012 by
sector. As shown, productivity increased over the period in all sectors. However, the
productivity of Manufacturing grew more rapidly than the other sectors. Because the
positive effects of productivity growth offset the negative effects of prices, the changes
in the price-productivity term (A In(¢2p2)) is greater in the Manufacturing sector than
the other sectors except for Other services, as presented in Table 1.

Panel A in Figure 4 plots the average prefecture capital-labor ratio and the aver-
age labor input between 1972 and 2012. We highlight three main observations. First,
the capital-labor ratio grew steadily over the period. Second, labor inputs declined
after the early 1990s. Finally, despite this decline in labor inputs, the growth of the
capital-labor ratio slowed from 2000. The dashed line in this figure indicates the linear
trend of the capital-labor ratio using the data from 1972 to 2000. After 2000, the actual
capital-labor ratio is below the trend line. Moreover, the gap between the actual and
trend lines increased from 2000 to 2012. This slowdown of capital accumulation may
be attributable to the expansion of FDI and/or declining opportunities for investment
given the aging and declining population in Japan.?” While these are important issues,
more detailed analyses are needed to explain them, which is beyond the scope of this
paper.

Panel B in Figure 4 presents a scatterplot of the changes in the share of value-added
and those for the Manufacturing price, Manufacturing TFP, and prefecture capital—-
labor ratio from 1972 to 2012. The sectoral share of value-added is computed by each

prefecture. The results suggest a negative relationship with the changes in the Manu-

37]apan’s outward FDI stock rapidly increased after 2000. In 2015, it was 1,167 billion dollars, which is
more than five times greater than in 2000 (251 billion dollars). For more details, see Greaney and Kiyota
(2020, Table A2).
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Figure 3: Changes in Sectoral Prices and Productivity, 1972-2014

Panel A: Changes in sectoral prices (value-added deflator)
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Notes: For Panel A, the figure presents the log of sectoral price deflators, and the price is measured relative
to the price in 2000 (In P = 0 for 2000). For Panel B, TFP is measured relative to the geometric mean for
the prefecture in 2000.

Source: Author’s estimation using RIETI (2017) R-JIP Database.

19



Table 2: Lagrange Multiplier Test for the Existence of a Spatial Effect

Null hypothesis
No spatial effects
(sjt = B Xt + €;t)
Alternative hypothesis

Spatial autoregressive term 97.5

(sjt = Bj Xt + A\jWsji + €j¢) (0.000)
Spatial errors 113.3
(Sjt = Bijt + ujy & uj; = ijlljt + ejt) (0.000)
Spatial autoregressive term & spatial errors 189.2
(Sjt = 5]‘th + A Wsj +uj; & uj; = p; Wuyy + Ejt) (0.000)

Notes: Figure in parentheses is the p-value.
Source: Author’s estimation based on the RIETI (2017) R-JIP Database.

facturing price but a positive relationship with the growth of Manufacturing TFP and
the prefecture capital-labor ratio. While only indicative, these suggest that these vari-
ables might play an important role in explaining the spatial unevenness of deindus-
trialization. The following subsection investigates this point further using the spatial

econometric analysis.

3.2 Model selection

Before proceeding to the spatial regressions, it is important to check whether there is
any spatial correlation. Note that there are several spatial models available. To address
this issue, we employ the Lagrange multiplier test, as mentioned in Section 2.3. The
choice of model depends on the following two steps. First, we compare the spatial
models with an autoregressive term and/or spatial errors with that without the spatial
effect.’® Table 2 presents the results of the Lagrange multiplier test. The null hypothesis
is that the model without spatial effect is valid. The alternative hypothesis is that one
or more of 1) the model with an autoregressive term, 2) the model with spatial error,
and 3) the model with both autoregressive term and spatial error are valid. Table 2
indicates that the model without spatial error is rejected at the 1 percent level in all the
alternatives. This result suggests the existence of a statistically significant spatial effect.

Next, we examine which spatial model is more appropriate. To inform this, we con-

duct a Lagrange multiplier test where the null hypothesis is that each model (either the

*The tests and estimations in this paper use the R-package spsur (version 1.0.0.4) developed by Ana
Angulo, Fernando A. Lépez, Roman Minguez, and Jesus Mur.
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Figure 4: Changes in the Share of Value-Added and the Capital-Labor Ratio, 1972-2012

Panel A: Changes in prefecture capital-labor ratio
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Panel B: Changes in the share of manufacturing value-added and key independent
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Notes: The sectoral share of value-added is computed for each prefecture. The solid line denotes the fitted
value from ordinary least squares estimation. Gray areas denote 95 percent confidence intervals.

Source: Author’s estimation based on the RIETI (2017) R-JIP Database.

21



Table 3: Lagrange Multiplier Test for Model Selection

Null hypothesis
No spatial Spatial
autoregressive term  autoregressive term
& &
spatial errors no spatial errors

Alternative hypothesis
Spatial autoregressive term 98.4 123.9
& spatial errors (0.000) (0.000)

Notes: Figure in parentheses is the p-value.
Source: Author’s estimation based on the RIETT (2017) R-JIP Database.

model with spatial errors but without spatial autoregressive term or the model with
spatial autoregressive term but without spatial errors) is valid while the alternative hy-
pothesis is that the model with both the spatial autoregressive term and spatial errors
is valid. Table 3 presents the results. Table 3 shows that both models reject the null
hypothesis. This supports the model with both a spatial autoregressive term and spa-
tial errors. Based on these test results, a model with a spatial autoregressive term and

spatial errors becomes the baseline model.

3.3 Main results

Table 4 presents the estimation results of the SUR model with spatial effects. We high-
light four main findings. First, the Breusch-Pagan test statistic indicates that the null
hypothesis that the error terms across equations are contemporaneously uncorrelated is
rejected. This suggests that a system of equations should be estimated that accounts for
the correlation of the error terms across equations. Second, the coefficients on the spa-
tial autoregressive term are significant in Agriculture and Business services while the
spatial error is significant in Agriculture, Manufacturing, and Business services. These
significantly positive spatial errors suggest that the unobserved sector-year shocks are
correlated locally rather than uniformly across prefectures in Japan.* This confirms the
importance of spatial interdependence in explaining deindustrialization, which is hith-
erto unknown in the existing literature such as Redding (2002) and Nickell, Redding,
and Swaffield (2008).

¥This are known as “correlated effects” (Elhorst, 2010). In the context of our analysis, correlated effects
imply that the neighboring prefectures face similar environments and thus common unobserved shocks.
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Table 4: Regression Results: SUR With Spatial Effects

Agriculture Manufacturing Other Business
production  services
Relative productivity & price
Agriculture 0.012%**
(In(¢1p1/¢5p5)) (0.002)
Manufacturing -0.019*** 0.172%%
(In(pap2/5ps)) (0.001) (0.003)
Other production 0.006*** -0.028*** 0.089***
(In(p3ps/255)) (0.001) (0.001) (0.001)
Business services -0.003*** -0.013*** -0.009***  0.056***
(In(4pa/5p5)) (0.001) (0.001) (0.001) (0.001)
Relative endowment -0.078*** 0.067*** 0.013*** 0.007%**
(In(K/L)) (0.002) (0.004) (0.002) (0.001)
Spatial autoregressive term -0.266*** -0.017 0.022 -0.235%**
(Ws) (0.025) (0.018) (0.024) (0.022)
Spatial errors 0.315%** 0.321*** 0.042 0.404***
(Wu) (0.031) (0.027) (0.037) (0.028)
Number of observations 1972
R-squared 0.943 0.976 0.950 0.966
Log-likelihood 27431.9
Breusch-Pagan statistic 837.4%**

Notes: Figures in parentheses are standard errors. ***, **, and * denote the significance level at 1, 5, and 10

percent, respectively.

Source: Author’s estimation based on the RIETI (2017) R-JIP Database.
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Third, the effects of own-sector price-productivity are significantly positive in all
sectors. This suggests that increases in the own-sector price relative to the other sector
or the growth of productivity lead to the increases in the sector’s value-added share.
This is consistent with the economic priors: that is, own-sector prices and productiv-
ity have typically significantly positive effects on the share of sectoral GDP. Fourth,
although the effect of factor endowment varies across sectors, there are some similar-
ities. For instance, even though the prefecture capital-labor ratio has positive effects
in Manufacturing, Other production, and Business services, it has negative effects in
Agriculture. These suggest that both Manufacturing and Business services are capital-
intensive sectors whereas Agriculture and Other production are labor-intensive sectors.

Because both the own-sector price and endowment display significant coefficients
that conform to their expected signs, the neoclassical model well explains the uneven
pace of deindustrialization across prefectures within Japan. While the analysis could
identify the possible factors in explaining the regional unevenness of deindustrializa-
tion, it does not identify the relative importance of each factor. The following section
addresses this along with some other specification issues.

Note that the analysis in this paper is positive rather than normative. It thus is un-
able to evaluate whether deindustrialization itself is desirable or not. Nevertheless, if
rapid deindustrialization involves large adjustment costs, the welfare gains from dein-
dustrialization will decline. In that case, the results suggest that policies to mitigate
rapid price changes or to facilitate factor movements across sectors may be helpful to

accommodate the deindustrialization process.

3.4 Alternative models

In addition to the baseline model, we estimate the following alternative models to ad-

dress various concerns:
1. A model without spatial effects
2. A model with alternative fixed effects
3. A model without fixed effects

4. A model with an alternative weighting matrix
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5. A model with an alternative measure of labor input
6. A model with an alternative sample period

This subsection briefly summarizes the concerns and results. More detailed results are
presented in Appendix D.

The first concern is how the results change if the analysis ignores the spatial effect.
To respond to this question, we estimate the system of equations assuming no spatial
effects. The results indicate that all the estimated coefficients, except for the coefficients
on the spatial terms that are excluded from the regression, provide the same signs and
significance levels (Table D1).

However, the magnitudes are slightly different. For example, for Manufacturing,
the coefficient for the prefecture capital-labor ratio declines from the baseline model to
the model without spatial effects. This suggests that the coefficients on these variables
will be underestimated if spatial effects are not considered.

The second concern is that the use of a sector-5-year fixed effect may not be suf-
ficient to control for the movement of labor or unobserved demand and/or supply
shocks more generally. However, it is difficult to include both a year fixed effect and
a spatial autoregressive term simultaneously (see Section 2.3). To check the sensitivity
of the results while avoiding multicollinearity, we specify a 2-year fixed effect instead
of 5-year fixed effect, which allows us to account for short-term unobserved economic
shocks. The results indicate that the sign and significance level of the coefficients show
little difference from those for the baseline results (Table D2). This reassures us about
the robustness of our results when the analysis considers short-term demand and/or
supply shocks.

The third concern is whether the results change when the analysis excludes prefecture—
sector and sector-5-year fixed effects. To address this concern, we re-estimate the sys-
tem of equations after removing these fixed effects. The estimation results indicate that
some of the coefficients have different signs from those of the baseline model (Table
D3). These suggest the importance of controlling for unobserved prefecture-sector and
sector—period fixed effects.

The fourth concern is whether the weighting matrix employed in the baseline analy-

sis is appropriate. In the baseline analysis, the spatial weighting matrix is constructed,
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based on whether the prefectures are contiguous. In Japan, all prefectures are con-
nected by roads if they have common borders. Nevertheless, the existence of a road
connection does not necessarily infer large transactions between these prefectures be-
cause some prefectures are connected by only minor roads.

For example, Nagano prefecture, which is surrounded by mountains, is contiguous
with eight other prefectures, the most of any prefecture. However, three of these pre-
fectures are connected by neither highways nor railways, just ordinary roads. It may
thus be difficult to imagine that Nagano prefecture is equally interdependent with its
eight neighboring prefectures. To address issue, we use an alternative weighting ma-
trix, defining contiguity only when prefectures are directly connected by highways or
railways.

The results indicate that while the spatial effects become insignificant for Business
services, the sign and significance levels are the same for all sectors (Table D4). More-
over, the estimated coefficients are almost the same as those of the baseline results for
Manufacturing, except for the coefficients of spatial terms. The results are thus robust
even when contiguity is defined as highway and railway connections.

The fifth concern lies in the measurement of the labor input in the baseline analysis.
Although the baseline analysis does not consider differences in skill composition be-
tween prefectures, deindustrialization may also be affected by skill abundance. As dis-
cussed, labor is not disaggregated by skills in the 2017 R-JIP Database. To crudely con-
sider the differences in skill composition across prefectures, we use total wages rather
than work hours at the prefecture level as the measure of labor endowment. Hsieh and
Klenow (2009) also employ this approach to consider the differences in hours worked
and human capital. The data on total wages by prefecture are also available in the 2017
R-JIP Database.

The estimation results using the alternative measure of labor input indicate that
the estimated coefficients are again mostly the same as those of the baseline results
for Manufacturing (Table D5). One notable difference is that the coefficient for the
spatial autoregressive term becomes significantly positive. This suggests that the effect
of spatial interdependence is more evident given skill difference in the labor input.
Otherwise, the baseline results are mostly robust.

The final issue is the effect of labor mobility. Although the size of migration de-
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clined after 1970, Fujita, Mori, Henderson, and Kanemoto (2004) found that the Tokyo
metropolitan area experienced a high rate of net migration around the mid-1980s. The
estimation results thus may be affected by labor mobility. Unfortunately, it is difficult
to control for the effect of factor mobility in this framework. As a compromise, we es-
timate the model, focusing only on the latter half of the sample period (i.e., between
1992 and 2012) when labor mobility was lower than the first half of the sample period.

From the estimation results (Table D6), we can see that the estimated coefficients are
almost the same as those of the baseline results for Manufacturing. A notable difference
is that the coefficient for the spatial autoregressive term is now significant. The effect
of spatial interdependence is thus more evident in the more recent period.

In this regard, the data may not reflect current fast-changing realities because the
sample period in the 2017 R-JIP Database ends in 2012. The latest version of the 2021
R-JIP Database was released in March 2022 (RIETIL, 2022).*° The 2021 R-JIP Database
was substantially revised from the previous version (i.e., 2017 R-JIP Database). For
example, the sample period of 2021 R-JIP Database is 1994-2018, which is significantly
shorter than the sample period of the previous version (i.e., 1972-2012 in the 2017 R-JIP
Database). The changes in the share of manufacturing value-added were also small
after 2012 in Japan (on average, 21.6 percent in 2012 to 23.0 percent in 2018).

Because the 2021 R-JIP Database is not directly comparable to the 2017 R-JIP Database
given the changes in the data compilation, the data cannot be extended from 1972-2012
to 1972-2018. Accordingly, given our focus is the long-run (over four decades) changes
in manufacturing, we present the results using the 2021 R-JIP Database as a further
robustness check.

The estimation results (Table D7) indicate that the estimated coefficients are gener-
ally the same as those of the baseline results for Manufacturing. However, there are
two notable differences. First, the coefficient for the capital-labor ratio is insignificant
for manufacturing. As confirmed in Panel A in Figure 4, capital accumulation in Japan
slowed after 2000. This may suggest that with the growth of other countries like China,
Japan is losing its earlier comparative advantage in capital-intensive sectors. Second,

like the results using the alternative measure of labor input, the coefficient of the spa-

“0Unlike the country-level JIP Database, the regional-level JIP Database is not updated as frequently.
For details, see https://www.rieti.go.jp/en/database/r—jip.html
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tial autoregressive term become significantly negative. This implies that the effect of
spatial interdependence becomes more important recently. However, the main finding

of the analysis is unchanged, even when we focus on a more recent period.

4 Discussion

4.1 Economic magnitude

The estimation results confirm the statistically significant effects of spatial interdepen-
dence. Another important question is how large the spatial effects are because statisti-
cally significant results do not necessarily infer economically significant results. Note

that based on the estimated coefficients, the regression equation is written as:

@kztpkt ~ Kzt
sit = Boj+ > Bk + 75 In —
szt ! Z o ¢5ztp5zt / th

5\j <Z wzmsjmt> + djz + @jf + ﬁujzt + E€jat- (7)
m

The second term can be decomposed into the price and productivity terms. Taking the
difference between ¢t = 0 and ¢ = T, it is possible to decompose the changes into the
share of manufacturing GDP to the effects of prices, productivity, and endowments as

well as the spatial effect:*!

Asjr = Zﬂjkm ‘p’:TJrZBjkm p’;zi

Productivity effect Price effect

+ A4 AWK, r/Lr)+ Adj; +AAWsjr + pAujr + Aejoe,  (8)
N—— ——"

Endowment effect Period effect Spatial effect Error

where A is the difference between ¢ = 0 and ¢ = T. In this exercise, we focus on
the changes between 1972 and 2012. The estimated coefficients are based on the main
results in Table 4. Note that as mentioned in footnote 10, any effects of preferences
including nonhomothetic preferences will appear through relative prices because the
model does not make any assumptions on consumer preferences.

Figure 5 presents the decomposition results of equation (8) for manufacturing in

10ther studies employ a similar decomposition exercise. For example, see, Harrison and McMillan
(2011) and Kambayashi and Kiyota (2015).
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Japan as a whole and by prefecture. For ease of explanation, we suppress the changes
in the error term. The major findings are threefold. First, in Japan as a whole (i.e.,
JAPAN in Figure 5), the negative price and period effects outweigh the positive effects
of productivity and endowment. In particular, the negative contribution of price is
large. As a result, the share of Manufacturing GDP declined. The large negative period
effect suggests the importance of unobserved period-specific factors, such as demand
and/or supply shocks.

Second, at the prefecture level, the price and productivity effects exhibit larger vari-
ations than the endowment and period effects. This suggests that the contribution of
these effects varies across prefectures. This in turn implies that the large variation in
deindustrialization within a country is attributable to differences in productivity and
price changes across prefectures. In contrast, the effect of the slowdown in capital
accumulation (Panel A in Figure 4), at least partly from the expansion of FDI or off-
shoring, appears not in specific prefectures but is common to all prefectures. Note that
the variation in the changes in productivity and price across prefectures arises from
the differences in the composition of industry within manufacturing. Prefectures with
industries that face sharp price declines and/or exhibit slow productivity growth are

more likely to deindustrialize. The following subsection discusses this in more detail.
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Decomposition by Contribution

Figure 5: Changes in the Share of Manufacturing Value-Added by Prefecture

—total

I spatial

B period endowment [ productivity price

0.600

[ |
| |
I | ]
| | 1
] | |
| | ||
[ |
| |
I |
[

] ]
] [ |
] [ |
| |

[ ]
] |
[
m
[ B
I |
[
[
|
I
- [ |
0
< [ |
<
[
|
|
I |
[
|
[ | |
| D
[ ]
[ B
m
[ |
|
[
] |
[ |
[ | |
[ |
| | [ |
& I
[ | |
o o o o o o
o o o o o o
< I S I S ©
o o o OI OI OI
(3urod %)

pappe anjea Sulinjoeinuew Jo aleys ay3 ul sadueyd ay} jo uorsodwodag

3

o

elo
liowoy
edeg
Iyseuewe,
olowewny
ejeSewe)
ey
ewiysogey|
esiys
pezeAin
ELU!L|SI'\)|0J_
ewiysnyng
auewiys
ouegen
emegey|
ewwng
eyonziys
13eAiN
1yansewe,
18120
ajem|
14203
njeseden
eweho]
NVdvI
optexpjoH
Deleq|
g
ejonyny
o
awiy3
ewIysoliH
=17
e1ediN
emeun|o
eweAeyQ
3N

eleN
emeylys|
1onoy
010AY]
080AH
eweAeyep
eqiud
eyesQ
eweyles
ohyoL
emegeuey

Notes: JAPAN is the prefecture average for Japan. Manufacturing value-added is based on current prices.

Source: Author’s estimation based on the RIETI (2017) R-JIP Database.
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Finally, the effect of spatial interdependence also matters. At first sight, the average
spatial effect looks small in Japan as a whole. However, this is because the prefecture-
level positive and negative effects offset each other. Indeed, the spatial effect has both
large positive and negative effects in some prefectures. This suggests that the dein-
dustrialization of a particular prefecture could also affect neighboring prefectures. It is
important to note that the spatial effect here is measured at the prefecture level. There-
fore, even though our analysis captures the spatial interdependence across prefectures,
it cannot capture the spatial interdependence within a prefecture across cities or towns.

The spatial effect may then be more important in a detailed geographic classification.

4.2 Do the changes in industry composition within Manufacturing matter?

In this paper, we focus on the changes in the share of manufacturing value-added as a
whole. A concern may then be that the changes in productivity and prices reflect the
changes in the composition of industries within the Manufacturing sector rather than
changes in the productivity and prices themselves because the Manufacturing sector
includes 13 industries in the R-JIP Database.

Figure 6 presents the changes in the share of manufacturing value-added by pre-
fecture. The solid line is the total changes in the Manufacturing sector, which equals
the vertical difference between 1972 and 2012 in Figure 2 for each prefecture. The pre-
fectures are sorted from left to right, based on the changes in the total share of the

Manufacturing sector from 1972 to 2012.
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There are two notable findings in Figure 6. First, for Japan as a whole (i.e., JAPAN
in Figure 6), the value-added share declined in all manufacturing industries except for
machinery industries (i.e., General machinery, Electrical machinery, Transport equip-
ment, and Precision instruments). This suggests that the declining share of value-
added is a trend common to almost all manufacturing industries in Japan. Second,
although it is not easy to identify a common pattern across prefectures, changes in in-
dustry structure suggest that the changes in aggregate productivity and prices are from
the changes in the composition of industries rather than the changes in productivity
and prices themselves.

To address this further, we apply the alternative decomposition exercise developed
by Foster, Haltiwanger, and Krizan (2001). Let Z be the Manufacturing productivity or
price aggregated from more detailed manufacturing industries. Denote each detailed
manufacturing industry as f. Define the productivity or price at the aggregate manu-

facturing level as:

antEvatlnzft, 9)
!

where vy, is the share of value-added industry f at year ¢t and zy, is either productivity
or price of industry f at year t. Following Foster, Haltiwanger, and Krizan (2001),
decompose the aggregate growth of the Manufacturing variable from ¢ —1to ¢, In Z; —

In Z;_1, as follows:

InZ,—InZ;,_ 1 ~ vavt_lAln,th

f
Within effect
+ Z Avyy (ln Zfi—1— M) + Z AvigAln zyy, (10)
f !
Between effect Covariance effect

where A is the difference between year ¢ — 1 and year ¢. An upper bar denotes the
arithmetic average.

This decomposition consists of three parts. The first term is a within-industry com-
ponent based on changes in each industry, weighted by the value-added share in year
t — 1. Because this reflects the change within each industry, it is called the “within ef-
fect.” The second term represents a between-industry component that reflects changing

value-added shares, weighted by the deviation of each industry in year ¢t — 1 from the
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average. An increase in the value-added share contributes positively to the between-
industry component only when the industry has higher productivity or price than av-
erage in year ¢ — 1. This is a “between effect” because it reflects the reallocation of
resources between industries. The final term represents a covariance term and is the
“covariance effect.” This term makes a positive contribution if industries that increased
productivity or price were more likely to do so by generating additional value-added.
If the changes in aggregate manufacturing are driven by changes in the composition of
industries, a large contribution of the between effect is expected.

Table 5 presents the decomposition results. We highlight two main findings. First,
productivity growth is primarily from the within effect. This implies that the changes
in industry composition do not have a significant effect on the growth of aggregate
manufacturing productivity. Second, in contrast, the changes in the price of aggregate
manufacturing are mainly from the covariance effect, not the between effect. This sug-
gests that the changes in industry composition within manufacturing alone cannot be
the main source of changes in the aggregate manufacturing price. In other words, not
only the changes in industry composition but also those in prices affect the changes in

the aggregate manufacturing price.

Table 5: Decomposition of the Effects for Manufacturing: Industry Composition
Total ~ Within Between Covariance

change effect effect effect
TFP 1.779 1.648 -0.115 0.247
Price  -0.065  0.012 0.070 -0.147

Source: Author’s estimation based on the RIETI (2017) R-JIP Database.

4.3 Where does this price change come from?

The previous subsections showed that the negative contribution of price is large and
that the changes in industry composition within manufacturing alone cannot be the
main source of changes in the aggregate manufacturing price. One may then ask why
the price effect is so large. While identifying the source of the declining price itself
is a major concern in Japan, for which more detailed analysis is required, this subsec-
tion briefly discusses several reasons implied by both the findings of this study and

previous studies.
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There are at least five possibilities. The first is transportation costs because they
have continuously declined over time (Anderson and van Wincoop, 2004). What is
puzzling, however, is that the sectoral prices changed nonmonotonically over the pe-
riod. The changes in the sectoral prices indicated an inverse U-shape (Figure 3), which
does not correspond to the continuous decline in transportation costs. Accordingly, al-
though the change in transportation costs could be one of the factors, there seems to be
more important ones.

The second is the effect of technology growth, which enables firms to reduce their
marginal costs. If technology growth is more rapid in manufacturing than other sectors,
this may result in the decline of relative manufacturing prices. However, our analysis
has already considered the effect of technology growth by introducing TFP into the
regression analysis. Therefore, the effect of technology growth on relative price seems
to be, if anything, marginal.

The third possible reason is the effect of deflation. Following the second half of the
1990s, Japan suffered a period of prolonged deflation, in which the consumer price in-
dex has declined in general (Watanabe and Watanabe, 2018). Thus, one may argue that
the declining manufacturing price is attributable to deflation. However, the analysis
covers the period between 1972 and 2012, which includes not only a deflation period
but also an inflation period. Indeed, among five sectors in the analysis, only the Manu-
facturing sector experienced a decline in price over the period between 1972 and 2012
(Table B3). More importantly, the manufacturing price is measured as the price relative
to that in Other services. In that sense, the key question may be why the price of manu-
facturing declines more rapidly than in Other services. Although deflation can explain
the decline in absolute price of manufacturing (i.e., p2.¢), it does not necessary explain
the decline in the relative price of manufacturing (i.e., pa.t/ps.t)-

The fourth reason is the effect of imports from low-wage countries that produce
less-expensive goods than high-wage countries.*? The domestic manufacturing price
may also decline as imports from low-wage countries expand. Noting that imports

affect tradable goods only, it is plausible that the decline in the relative price of manu-

“In this sense, one may be concerned about the effects of the decline in export prices because Japanese
terms of trade (i.e., the ratio of export to import prices) declined over the period. However, this is at-
tributable to the increases in import prices rather than a decline in export prices, where the increases in
import prices are attributable to a rise in the price of the natural resources (e.g., oil). Therefore, the effects
of the decline in export prices do not seem to be a strong reason.

35



facturing can be attributed to increasing imports from low-wage countries. Besides, the
decline in the aggregate manufacturing price started in the mid-1990s (Figure 3), which
coincides with the establishment of the World Trade Organization. Indeed, Zeng and
Zhao (2010) developed a theoretical model showing that globalization causes deindus-
trialization.*> Dauth and Suedekum (2016) found that deindustrialization was driven
by increases in international trade. Our results are also consistent with their find-
ings. However, Broda and Weinstein (2010) found that the effect of Chinese exports
on Japanese prices was small between 1992 and 2005. Their analysis can be improved
because they address a shorter period than in this analysis and focus only on imports
from China. In sum, the effects of imports on domestic price remain ambiguous. More
detailed analysis is needed.

The fifth reason is the declining markup. Several studies have pointed out the de-
clining markup of Japanese firms. For example, Kiyota, Nakajima, and Nishimura
(2009) concluded that the average markup of Japanese firms declined from the 1970s
and 1980s to the 1990s. Similarly, Kiyota (2018) showed that the markup of Japanese
manufacturing firms declined between 1995 and 2012 based on study by Dobbelaere
and Kiyota (2018). A more recent study by Nakamura and Ohashi (2019) also indicated
a slight decline in the markup of Japanese manufacturing firms from 2001 to 2016.
Because the analysis in this paper relies on neoclassical trade theory, price does not in-
clude markup. However, the actual data may include markup. The declining relative
price of manufacturing may thus be attributable to the declining markup of Japanese
tirms due to, for example, increasing competition among firms.

In sum, the decline in markup of Japanese manufacturing firms is one of the possi-
ble reasons explaining the large negative price effect on deindustrialization. Increasing
imports from low-wage countries is another possible reason. In contrast, other factors
such as technology growth, deflation, and the changes in transportation costs do not
seem to be strong reasons. However, more detailed analysis is needed to explain why

the relative price of manufacturing has declined so rapidly.

Their model is based on a new economic geography model while our empirical framework is based
on a neoclassical trade model. Although the results are consistent with the implications of their model,
we do not necessarily test the empirical validity of their model.
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5 Concluding Remarks

The declining share of manufacturing value-added, often called “deindustrialization,”
is becoming a major concern for policymakers as well as academic researchers, espe-
cially in high-income countries. Compared with country-level analysis, however, the
regional-level analysis of deindustrialization within a country remains limited. Against
this background, this paper empirically examines how and why deindustrialization
patterns vary across regions within a country. Our theoretical and empirical approach
is based on a series of studies by Redding and colleagues (Redding, 2002; Redding
and Vera-Martin, 2006; Nickel, Redding, and Swaffield, 2008), which analyzed cross-
country specialization patterns, building upon neoclassical trade theory. The contribu-
tion of this study is to: 1) consider the spatial interdependence of deindustrialization
across regions using spatial econometric techniques and 2) quantify the contribution of
those factors that could affect deindustrialization.

Focusing on regions in Japan over the last four decades, we found that the large
variation of deindustrialization within a country is attributable to differences in pro-
ductivity and price changes across prefectures. This implies that prefectures with man-
ufacturing industries that face sharp price declines and/or exhibit slow productivity
growth are more likely to deindustrialize. In contrast, it appears that the effect of
the slowdown of capital accumulation, partly caused by the expansion of FDI or off-
shoring, is common to all prefectures rather than to specific prefectures. The effect of
spatial interdependence is not only statistically significant but also nonnegligible in
terms of its magnitude. This confirms the importance of the spatial interdependence
in explaining deindustrialization, which is unknown in the existing literature such as
Redding (2002) and Nickell, Redding, and Swaffield (2008). Another important find-
ing is that the changes in aggregate manufacturing productivity and price cannot be
attributable to the change in industry composition within manufacturing alone. Such
price changes in manufacturing may come from several factors such as increasing com-
petition from low-wage countries and declining markups. However, more detailed
analysis is needed to explain why the relative price of manufacturing has declined
rapidly.

These findings also have an important policy implication in that the decline in the
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manufacturing share can be mitigated by productivity growth, as the largest variation
in deindustrialization is attributable to differences in productivity and price changes.
It is important to note that productivity is measured at the sector level rather than at
the firm level. This is important as sectoral productivity growth is not only achiev-
able through the productivity growth of firms, but also through the entry of more pro-
ductive firms and the exit of less productive firms (Nishimura, Nakajima, and Kiyota,
2005). Even though deindustrialization itself is inevitable for advanced countries, it is
important for policymakers to recognize that its shock can be accommodated by the
turnover of firms along with the productivity growth of existing firms.

This study also has some limitations. First, the main contributions of this study are
empirical, and we acknowledge that the paper lacks theoretical innovation. Second, the
analysis does not address potential endogeneity because of technical difficulty in de-
veloping a SUR including a spatial effect. Nonetheless, this paper contributes majorly
to the literature by introducing a new technique and presenting new findings.

Before closing, we point out several remaining research challenges. First, address-
ing the potential endogeneity in the SUR with the spatial effect is an important issue.
To do so, more advanced econometric techniques are required. Second, another in-
teresting research avenue would be to investigate the sources of the price effects in
greater detail. Identifying the sources of these price changes will have useful implica-
tions for policymakers as well as academic researchers. Finally, it is important to in-
vestigate adjustment mechanisms in more detail at the micro level using, for example,
establishment-level data.** The construction of establishment-level panel data cover-
ing both manufacturing and nonmanufacturing industries would enable us to address

this and other concerns in future research.
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A Derivation of equation (2)

This appendix explains the derivation of equation (2) from equation (1). To simplify
the notation, denote revenue functionas r = 3 _; p;y;. We drop the subscript z and  for
ease of exposition. Taking the log of revenue and differentiating it with respect to the
log of price i, we have:

dlnr_drﬁ:&ﬁ_pj DiVj

dlnp; r dp; r dp;j ryj r Kk (A1)

where s; is the revenue share of industry j, which corresponds to the left-hand-side of
equation (2).

To further simplify the notation, drop productivity term ¢ for the moment, and
rewrite the revenue function as:

r = PBoo+ Z Bojxj + % Z Z BikTjTk
J ik
+ Z doizi + % Z Z dinzizn + Z Z Vil %, (A2)
i T 7

where z; = Inp; and z;, = Inv;. Differentiating the revenue function with respect to x;
(= the log of p;), the intercept 3o and the first and the second terms in the second line
in equation (A2) disappear because these terms do not have x;. Also note that

* Second term:
Zﬁoﬂj = Bo1z1 + Bo2w2 + ... + Bojz;- (A3)
J

From dInr/dIn z;, the second term = fy;.

¢ Third term:

1 1
5 Z Zﬁjkxjxk = 5 (ﬁljxlxj =+ ,82]'3521,‘]' + ...+ 5]'11,‘]'!%1 + ...+ ﬁjka:jxk —+ ) .
ik
Because (3, = S, from dInr/dInz;, the third term becomes:
1
5 (285121 + 2Bj22 + .. + 2Bjkth + ) = Y Bik. (A4)
k

e Last term:

Z Z’yjiszi =v112121 + ... FY1%1% o+ VT2 o+ YT+ (A5)
7 7

From dInr/dInx;, the last term becomes:

Yi121 + e+ Y5z = Z’yjizi. (A6)
7

From equation (A1) and these three terms, we have:

s; = Boj + Z BjxTr + Z VjiZi- (A7)
e p
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Return the productivity term and subscripts z and ¢ into this equation. Add an error
term. Then equation (2) can be derived from equation (1).

B Data Appendix

Figure B1: Number of Prefectures With Common Borders

Number of Neighbor Regions

(4.8]
(3:4]
[0.3]

B

Notes: If two regions have a common border or are connected by bridges or tunnels, they are counted.
Colors are based on the number of neighboring regions. A darker color indicates a region with a larger
number of common borders. The Japanese map data are from https://gadm.org/.

Source: RIETI (2017) R-JIP Database.
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Figure B2: Number of Prefectures With Common Borders: Alternative Definition

Number of Neighbor Regions
(4.6]
(34]
[0,3]

-

Notes: Prefectures are regarded as having common borders only when they are connected by highways

or railways. For other notes and sources, see Table B2.
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Table B1: Industry Classification

Number Industry Sector
1 Agriculture, forestry, and fisheries Agriculture
2 Mining Other production
3 Food and beverages Manufacturing
4 Textile mill products Manufacturing
5 Pulp and paper Manufacturing
6 Chemicals Manufacturing
7 Petroleum and coal products Manufacturing
8 Ceramics, stone and clay Manufacturing
9 Basic metal Manufacturing

10 Processed metals Manufacturing
11  General machinery Manufacturing
12 Electrical machinery Manufacturing
13 Transport equipment Manufacturing
14  Precision instruments Manufacturing
15  Other manufacturing Manufacturing
16  Construction Other production
17  Electricity, gas and water utilities ~ Other production

Other services
Business services
Business services

18 Wholesale and retail trade
19 Finance and insurance
20 Real estate

Transport and communications
Non-government other services
Government other services

Other services
Other services
Other services

Source: RIETI (2017) R-JIP Database.

47



Table B2: Prefecture Classification

Number Prefecture name Number Prefecture name

1 Hokkaido 25 Shiga

2 Aomori 26 Kyoto

3 Iwate 27 Osaka

4 Miyagi 28 Hyogo

5 Akita 29 Nara

6 Yamagata 30 Wakayama

7 Fukushima 31 Tottori

8 Ibaraki 32 Shimane

9 Tochigi 33 Okayama
10 Gunma 34 Hiroshima
11  Saitama 35 Yamaguchi
12 Chiba 36 Tokushima
13 Tokyo 37 Kagawa
14 Kanagawa 38 Ehime
15 Niigata 39 Kochi
16 Toyama 40 Fukuoka
17  Ishikawa 41 Saga
18  Fukui 42 Nagasaki
19  Yamanashi 43 Kumamoto
20 Nagano 44 Oita
21 Gifu 45 Miyazaki
22 Shizuoka 46 Kagoshima
23 Aichi 47  Okinawa
24 Mie

Source: RIETI (2017) R-JIP Database.
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Table B3: Summary Statistics:

Average of Levels Across Prefectures by Year

Agriculture 1972 1982 1992 2002 2012 A 1972-2012
Value-added share s 0.092 0.056 0.038 0.028 0.025 -0.067
Log of price In P -0.628  0.024 0.148 -0.092 -0.167 0.461
Log of productivity In ¢ -0.052 -0.054 -0.055 -0.057 -0.057 -0.005
Manufacturing 1972 1982 1992 2002 2012 A 1972-2012
Value-added share s 0305 0.268 0.274 0234 0.222 -0.083
Log of price In P -0.569 -0.019 0.106 -0.039 -0.619 -0.049
Log of productivity In ¢ -0.060 -0.057 -0.053 -0.051 -0.050 0.010
Other production 1972 1982 1992 2002 2012 A 1972-2012
Value-added share s 0139 0.146 0.146 0.123 0.099 -0.040
Log of price In P -1.379  -0.390 -0.026 -0.033 -0.078 1.301
Log of productivity In ¢ -0.052 -0.052 -0.051 -0.048 -0.047 0.005
Business services 1972 1982 1992 2002 2012 A 1972-2012
Value-added share s 0.065 0.069 0.068 0.070 0.058 -0.006
Log of price In P -0.726  -0.031  0.033 -0.015 -0.152 0.574
Log of productivity In e -0.060 -0.051 -0.055 -0.051 -0.052 0.008
Other services 1972 1982 1992 2002 2012 A 1972-2012
Value-added share 5 0.400 0461 0473 0545 0.596 0.197
Log of price In P -1.060 -0.281 -0.008 -0.035 -0.112 0.947
Log of productivity In ¢ -0.052 -0.047 -0.048 -0.047 -0.047 0.004
Region level endowment 1972 1982 1992 2002 2012 A 1972-2012
Log of capital stock In K 15.218 15.897 16.408 16.692 16.697 1.478
Log of labor InL 14.451 14488 14.508 14.383 14.325 -0.126
Log of capital-labor ratio In K/L  0.767 1409 1900 2308 2.371 1.604

Note: A 1972-2012 indicates the difference in each variable from 1972 to 2012.
Source: Simple average across regions for price and productivity. Author’s calculation, based on the RIETI
(2017) R-JIP Database.

C Measurement of TFP

Approximating constant returns to scale production technology with a translog func-
tional form, this superlative index number evaluates productivity in each prefecture
and year relative to a hypothetical average prefecture in the sector. Let Y, L, K denote
the real value-added, labor input (hours worked), and real capital stock, respectively.
Denoting the geometric mean of the variables as an upper bar, this relative TFP is writ-
ten as follows:

Y., L.; K.,
Ing.; = In —th—UzjtlnEth_(l—azjt)ln AL
Jt jt gt
?'t — E't _ K't
i g 22— (1 gy 22 v
1/“],0 Jt L]O ( ]t) KJO

where 05, = 1/2 - (czj: + ¢j¢) is the average of labor share in total cost in prefecture z
(czj:) and the arithmetic mean labor share (¢j); 6;: = 1/2 - (¢j1 + ¢jo). Note that, for
a given year t, the productivity of sector j in prefecture z is measured relative to the
(geometric) average productivity of sector j in all prefectures in Japan in year 0. Thus,
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if the estimated productivity of sector j in prefecture z is greater (smaller) than zero, its
productivity is greater (smaller) than the average productivity of sector j in Japan in the
benchmark year. We set 2000 as the benchmark year (i.e., Ing,;; = 0 if ¢ = 2000). This
means that TFP is measured relative to the hypothetical average prefecture in 2000. We
set 2000 as the benchmark year (i.e., Ing,;; = 0if ¢ = 2000). This means that TFP is
measured relative to the hypothetical average prefecture in 2000.

D Alternative Models

D.1 Alternative specifications

The baseline results in Section 3.3 indicate the statistically significant effect of spatial
interdependence. However, one may be interested in how the results change if the
analysis ignores the spatial effects. To respond, we estimate the system of equations
assuming no spatial effects. Table D1 provides the results. The results are like those of
the baseline model. The Breusch-Pagan test statistic indicates that the null hypothesis
that error terms across equations are contemporaneously uncorrelated is rejected. All
the estimated coefficients, except for the coefficients on spatial terms that are excluded
from the regression, yield the same signs and significance levels.

Table D1: Regression Results: SUR With No Spatial Effects

Agriculture Manufacturing Other Business
production  services

Relative productivity & price

Agriculture 0.012%**
(In(¢1p1/¢5p5)) (0.002)
Manufacturing -0.021%** 0.179**
(In(papa/25p5)) (0.002) (0.003)
Other production 0.006*** -0.029*** 0.089***
(In(p3ps/255)) (0.001) (0.001) (0.001)
Business services -0.003*** -0.015%** -0.008***  0.055%**
(In(4pa/5p5)) (0.001) (0.001) (0.001) (0.001)
Relative endowment -0.073*** 0.046*** 0.014%* 0.007%**
(In(K/L)) (0.002) (0.003) (0.002) (0.001)
Spatial autoregressive term n.a. n.a. n.a. n.a.
(Ws)
Spatial errors n.a. n.a. n.a. n.a.
(Wu)
Number of observations 1972
R-squared 0.936 0.973 0.950 0.961
Log-likelihood 27281.7
Breusch-Pagan statistic 910.2%**

Notes: Figures in parentheses are standard errors. ***, **, and * denote the significance level at 1, 5, and 10
percent, respectively.

Source: Author’s estimation based on the RIETT (2017) R-JIP Database.

However, the magnitudes are slightly different. For example, for Manufacturing,
the coefficient on the prefecture capital-labor ratio (i.e., In(//L)) declines from 0.067
in the baseline model to 0.046 in the model without spatial effects. Given that these
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coefficients have small standard errors, these results suggest that the coefficients on
these variables will be underestimated if spatial effects are not considered.

One may then argue that the use of the sector-5-year fixed effect may not be suffi-
cient to control for the movement of labor or for unobserved demand and/or supply
shocks more generally. However, it is difficult to include both a year fixed effect and a
spatial autoregressive term simultaneously (see Section 2.3). To check the sensitivity of
the results while avoiding multicollinearity, we use a sector—2-year fixed effect instead
of sector-5-year fixed effect, which allows us to account for short-term unobserved
economic shocks. Table D2 presents the results. The results indicate that the sign and
significance level of the coefficients present little difference from those in the baseline
results. This reassures the robustness of the results even when the analysis considers
the short-term demand and/or supply shocks.

Table D2: Regression Results: SUR With Sector—2-Year Fixed Effect

Agriculture Manufacturing Other Business
production services

Relative productivity & price

Agriculture 0.015%**
(In(¢1p1/¢5p5)) (0.002)
Manufacturing -0.026*** 0.176***
(In(w2p2/psps)) (0.002) (0.003)
Other production 0.006*** -0.027*** 0.088***
(In(p3ps/25p5)) (0.001) (0.001) (0.001)
Business services -0.003*** -0.012%** -0.010*** 0.054***
(In(wpapa/psps)) (0.001) (0.001) (0.001) (0.001)
Relative endowment -0.072%** 0.080*** 0.005** 0.004***
(In(K/L)) (0.003) (0.004) (0.002) (0.001)
Spatial autoregressive term -0.277%** 0.018 -0.013 -0.238***
(Ws) (0.032) (0.017) (0.023) (0.024)
Spatial errors 0.217*** 0.071** -0.088** 0.362***
(Wu) (0.037) (0.030) (0.037) (0.030)
Number of observations 7708
R-squared 0.935 0.977 0.954 0.966
Log-likelihood 27533.3
Breusch-Pagan statistic 851.6***

Notes: Figures in parentheses are standard errors. ***, **, and * denote the significance level at 1, 5, and 10
percent, respectively.

Source: Author’s estimation based on the RIETI (2017) R-JIP Database.

In this context, one may also ask how the results change when the analysis excludes
prefecture—sector and sector-5-year fixed effects. To address this, we estimate the sys-
tem of equations after dropping these fixed effects (i.e., a.;, ;). Table D3 indicates
the estimation results, which are different from the baseline results. For example, for
Manufacturing, the coefficient on the prefecture capital-labor ratio (i.e., In(X/L)) turns
negative. This implies that the Japanese manufacturing sector is labor-intensive, which
is not easy to explain. Moreover, the coefficient on the own-sector price-productivity
term (i.e., In(pa2p2/psps)) increases from 0.172 to 0.221. The results suggest the im-
portance of controlling for the unobserved prefecture-sector and sector-period fixed
effects.
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Table D3: Regression Results: SUR With Spatial Effects/No Fixed Effects

Agriculture Manufacturing Other Business
production  services
Relative productivity & price
Agriculture 0.032%**
(In(¢1p1/¢5p5)) (0.001)
Manufacturing -0.021%** 0.221%*
(In(papa/25p5)) (0.001) (0.002)
Other production 0.009*** -0.040*** 0.105***
(In(p3ps/255)) (0.001) (0.001) (0.001)
Business services -0.013*** -0.020*** -0.010***  0.073***
(In(papa/psps)) (0.000) (0.000) (0.001) (0.001)
Relative endowment -0.026*** -0.032%** 0.012%* 0.007%**
(In(K/L)) (0.001) (0.002) (0.001) (0.001)
Spatial autoregressive term -0.043*** 0.043*** 0.016 -0.183***
(Ws) (0.016) (0.011) (0.010) (0.009)
Spatial errors 0.108*** 0.079*** 0.345%** 0.621***
(Wu) (0.030) (0.027) (0.025) (0.017)
Number of observations 1972
R-squared 0.827 0.847 0.872 0.876
Log-likelihood 22305.9
Breusch-Pagan statistic 678.7***

Notes: Figures in parentheses are standard errors. ***, **

percent, respectively.

,and * denote the significance level at 1, 5, and 10

Source: Author’s estimation based on the RIETI (2017) R-JIP Database.
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D.2 Alternative weighting matrix

In the baseline analysis, the spatial weighting matrix is constructed based on whether
prefectures are contiguous or not. In Japan, all prefectures are connected by roads to
each other if the prefectures have common borders. Nevertheless, the existence of a
road connection does not necessarily imply large transactions between these prefec-
tures because some prefectures are connected only by minor roads.

For example, Nagano prefecture, which is surrounded by mountains, is contiguous
with eight other prefectures, the most of any prefecture. However, among these eight
prefectures, three are connected by neither highways nor railways, just ordinary roads.
It thus may be difficult to imagine that the Nagano prefecture is equally interdepen-
dent with its prefectures. To address this, we employ an alternative weighting matrix,
defining contiguity only when the prefectures are directly connected by highways or
railways.

Table D4 presents the estimation results. Although the spatial effects are insignif-
icant for Business services, the sign and significance levels for other variables are the
same for all sectors. Moreover, the estimated coefficients are the same as those of the
baseline results for Manufacturing. The results are thus robust even when contiguity is
defined as highway and railway connections.

Table D4: Regression Results: SUR With Alternative Weighting Matrix

Agriculture Manufacturing Other Business
production  services

Relative productivity & price

Agriculture 0.012%**
(In(w1p1/ps5p5)) (0.002)
Manufacturing -0.019*** 0.172%**
(In(papa/25p5)) (0.001) (0.003)
Other production 0.006*** -0.028*** 0.089***
(In(psps/sps) (0.001) (0.001) (0.001)
Business services -0.003*** -0.013*** -0.009*** 0.056***
(In(papa/psps)) (0.001) (0.001) (0.001) (0.001)
Relative endowment -0.077*** 0.066*** 0.013*** 0.007%***
(In(K/L)) (0.002) (0.004) (0.002) (0.001)
Spatial autoregressive term -0.227%** -0.021 0.016 -0.228***
(Ws) (0.025) (0.018) (0.023) (0.021)
Spatial errors 0.253*** 0.275%** 0.041 0.378***
(Wu) (0.032) (0.027) (0.035) (0.028)
Number of observations 1972
R-squared 0.942 0.975 0.950 0.966
Log-likelihood 27406.3
Breusch-Pagan statistic 838.0***

Notes: Figures in parentheses are standard errors. ***, **, and * denote the significance level at 1, 5, and 10
percent, respectively.

Source: Author’s estimation based on the RIETI (2017) R-JIP Database.
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D.3 Alternative measure of labor input

The baseline analysis does not consider the differences in skill composition between
prefectures. However, deindustrialization may also be affected by skill abundance.
As mentioned, however, labor is not disaggregated by skills in the R-JIP Database.
To crudely reflect the differences in skill composition across prefectures, we use total
wages rather than work hours at the prefecture-level as the measure of labor endow-
ment. Hsieh and Klenow (2009) also employ this approach to consider the differences
in hours worked and human capital. The data on total wages by prefecture are also
available in the R-JIP Database.

Table D5 provides the estimation results using the alternative measure of labor in-
put. The estimated coefficients are mostly the same as those of the baseline results
for Manufacturing. One notable difference is that the coefficient of the spatial autore-
gressive term is now significantly positive. This suggests that the effect of spatial in-
terdependence is more evident if skill differences in the labor input are considered.
Otherwise, the baseline results are mostly robust.

Table D5: Regression Results: SUR With Alternative Measure of Labor Input

Agriculture Manufacturing Other Business
production  services

Relative productivity & price

Agriculture 0.019***
(In(p1p1/05p5)) (0.002)
Manufacturing -0.024*** 0.176***
(In(papa/25p5)) (0.001) (0.003)
Other production 0.003*** -0.027%** 0.088***
(In(i23p3/95p5)) (0.001) (0.001) (0.002)
Business services -0.003*** -0.012%** -0.009***  0.053***
(In(4pa/5p5)) (0.001) (0.001) (0.001) (0.001)
Relative endowment -0.052%** 0.067*** -0.002 0.002**
(In(K/L)) (0.003) (0.004) (0.002) (0.001)
Spatial autoregressive term -0.506*** -0.036** 0.038 -0.274***
(Ws) (0.026) (0.017) (0.024) (0.023)
Spatial errors 0.584*** 0.277%** 0.027 0.451%*
(Wu) (0.022) (0.027) (0.037) (0.027)
Number of observations 1972
R-squared 0.936 0.975 0.948 0.966
Log-likelihood 271249
Breusch-Pagan statistic 790.8***

Notes: Figures in parentheses are standard errors. ***, **, and * denote the significance level at 1, 5, and 10
percent, respectively.

Source: Author’s estimation based on the RIETT (2017) R-JIP Database.

D.4 Alternative sample period

Fujita, Mori, Henderson, and Kanemoto (2004) pointed out that the three largest metropoli-
tan areas (i.e., Tokyo, Osaka, and Nagoya) experienced a high rate of net migration un-
til 1970 with the peak early in the 1960s.*> Although our baseline analysis covers the

“Nagoya is located in Aichi prefecture.
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period from 1972, Fujita, Mori, Henderson, and Kanemoto (2004) also indicated that
the Tokyo metropolitan area experienced a high rate of net migration around the mid-
1980s. The estimation results may thus be affected by labor mobility. Unfortunately,
however, it is difficult to control for the effect of factor mobility in our framework. As
a compromise, we re-estimate the model focusing only on the latter half of the sample
period (i.e., between 1992 and 2012) when labor mobility was lower.

The estimation results are presented in Table D6. From the estimation results, the
estimated coefficients are mostly the same as those of the baseline results for Manufac-
turing. A notable difference is that the coefficient of the spatial autoregressive term is
now significant. Accordingly, the effect of spatial interdependence is more evident in
the recent period.

Table D6: Regression Results: SUR With Alternative Sample Period, 1992-2012

Agriculture Manufacturing Other Business
production services

Relative productivity & price

Agriculture 0.025%**
(In(¢1p1/¢5ps5)) (0.001)
Manufacturing -0.010%** 0.136***
(In(pap2/5ps)) (0.001) (0.003)
Other production -0.001 -0.024*** 0.087***
(In(p3ps/5ps)) (0.001) (0.002) (0.002)
Business services -0.003*** -0.010*** -0.007*** 0.049%**
(In(paps/esp5)) (0.001) (0.001) (0.001) (0.001)
Relative endowment -0.016%** 0.035%** -0.012%** 0.010%**
(In(K/L)) (0.001) (0.005) (0.003) (0.001)
Spatial autoregressive term -0.070** 0.074** -0.007 -0.098***
(Ws) (0.035) (0.033) (0.031) (0.032)
Spatial errors 0.228*** 0.391*** 0.201*** 0.171***
(Wu) (0.048) (0.041) (0.047) (0.048)
Number of observations 987
R-squared 0.986 0.991 0.969 0.986
Log-likelihood 16459.5
Breusch-Pagan statistic 138.6%**

Notes: Figures in parentheses are standard errors. ***, **, and * denote the significance level at 1, 5, and 10
percent, respectively.

Source: Author’s estimation based on the RIETI (2017) R-JIP Database.

In this context, one may be further concerned that the data do not reflect current
fast-changing realities because the data used in this paper, the 2017 R-JIP Database,
ended in 2012. The latest version of the 2021 R-JIP Database was released in March
2022.% The 2021 R-JIP Database was substantially revised from the previous version
(i.e., 2017 R-JIP Database). For example, the sample period of 2021 R-JIP Database is
1994-2018, which is significantly shorter than the sample period of the previous version
(i.e., 1972-2012 in the 2017 R-JIP Database). The changes in the share of manufacturing
value-added were small after 2012 in Japan: on average, from 21.6 percent in 2012 to
23.0 percent in 2018.

#Unlike the country-level JIP Database, regional-level JIP Database is not frequently updated. For more
detail, see https://www.rieti.go.jp/en/database/r—jip.html
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Because the 2021 R-JIP Database is not directly comparable to the 2017 R-JIP Database
given the changes in the data compilation method, the data cannot be extended from
1972-2012 to 1972-2018. As our focus is the long-run (over four decade) changes in
manufacturing, we present the results of the 2021 R-JIP Database as another robustness
check.

Table D7 provide the estimation results. As shown, the estimated coefficients are
the same as those of the baseline results for Manufacturing. However, there are two
notable differences. First, the coefficient for the capital-labor ratio is insignificant for
manufacturing. As confirmed in Panel A in Figure 4, capital accumulation in Japan
slowed after 2000. This result may suggest that with the growth of other countries
like China, Japan is moving from a capital-abundant to a capital-scarce country in the
global economy. Second, like the results of alternative measure of labor input, the
coefficient for the spatial autoregressive term turns significantly negative. This implies
that the effect of spatial interdependence becomes more important in the recent period.
However, the main message of the analysis is mostly unchanged even when we focus
on the more recent period.

Table D7: Regression Results: SUR With Alternative Sample Period, 1994-2018

Agriculture Manufacturing Other Business
production  services

Relative productivity & price

Manufacturing 0.016***
(In(pap2/¢1p1)) (0.001)
Other production -0.005*** 0.150***
(In(psps/1p1)) (0.001) (0.003)
Business services -0.002*** -0.022%** 0.076***
(In(paps/p1p1)) (0.001) (0.002) (0.002)
Other services -0.002*** -0.016*** -0.025%**  0.048***
(In(esps/e1p1)) (0.001) (0.001) (0.003) (0.001)
Relative endowment -0.004*** 0.009 -0.016*** 0.001
(In(K/L)) (0.001) (0.006) (0.004) (0.001)
Spatial autoregressive term -0.346*** -0.078** -0.037 -0.086***
(Ws) (0.040) (0.032) (0.035) (0.032)
Spatial errors 0.658*** 0.246*** 0.153*** 0.360%**
(Wu) (0.028) (0.042) (0.047) (0.039)
Number of observations 1175
R-squared 0.981 0.987 0.935 0.973
Log-likelihood 18577.2
Breusch-Pagan statistic 308.4***

Notes: Figures in parentheses are standard errors. ***, **, and * denote the significance level at 1, 5, and 10
percent, respectively.

Source: Author’s estimation based on the RIETI (2022) R-JIP Database.
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