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Abstract. We establish a necessary and sufficient condition for the quantile process
based on iid sampling to converge in distribution in L1(0, 1). The condition is that
the quantile function is locally absolutely continuous on the open unit interval and
satisfies a slight strengthening of square integrability. We further establish a necessary
and sufficient condition for the P-P process based on iid sampling from two popula-
tions to converge in distribution in L1(0, 1). The condition is that the P-P curve is
locally absolutely continuous on the open unit interval. If either process converges in
distribution then it may be approximated using the bootstrap.

1. Introduction

This article establishes necessary and sufficient conditions for quantile and procentile-
procentile (P-P) processes constructed from independent and identically distributed (iid)
samples to converge in distribution in L1(0, 1).1 The more fundamental of the two
processes is the quantile process. Given an empirical quantile function Qn constructed
from an iid sample of size n drawn from a distribution with quantile function Q, we will
show that the quantile process

√
n(Qn −Q) converges in distribution in L1(0, 1) if and

only if Q has the following property.

Property Q. The function Q : (0, 1) → R is locally absolutely continuous and satisfies∫ 1

0

√
u(1− u)dQ(u) <∞. (1.1)

Local absolute continuity of Q is defined to mean that the restriction of Q to each
compact subinterval of (0, 1) is absolutely continuous. The integral in (1.1) is defined
in the Lebesgue-Stieltjes sense.2 Requiring the integral to be finite is slightly more

Date: February 21, 2025.
1The notation L1(a, b) refers to the vector space of Borel measurable and integrable functions h : (a, b) →
R, equipped with the norm ∥h∥1 :=

∫ b

a
|h(x)|dx. Functions differing only on a null set are regarded to be

equal as vectors in this space. Convergence in distribution in a normed space is defined in Section 2.1.
Throughout this article, all vector spaces should be understood to be defined over the real field.
2See Leoni (2017, ch. 6) for a discussion of Lebesgue-Stieltjes measures and integrals. In particular,
Theorem 6.7 therein associates every nondecreasing real function on an open interval with a unique
Radon measure.
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2 BRENDAN K. BEARE AND TETSUYA KAJI

restrictive than requiring Q to be square integrable.3 We may rewrite (1.1) as∫ ∞

−∞

√
F (x)(1− F (x))dx <∞, (1.2)

where F is the cumulative distribution function (cdf) corresponding to Q. The integrals
in (1.1) and (1.2) are equal by Lebesgue-Stieltjes substitution.

Let Fn be the empirical cdf corresponding to Qn. Prior literature has established a
necessary and sufficient condition for the empirical process

√
n(Fn − F ) to converge in

distribution in L1(−∞,∞). Specifically, Theorem 2.1 in del Barrio, Giné, and Matrán
(1999) establishes that

√
n(Fn − F ) converges in distribution in L1(−∞,∞) if and only

if (1.2) is satisfied. Property Q is therefore sufficient, but not necessary, for said conver-
gence in distribution. Our demonstration that Property Q is necessary and sufficient for√
n(Qn −Q) to converge in distribution in L1(0, 1) makes it easy to construct examples

in which
√
n(Fn − F ) converges in distribution in L1(−∞,∞) but

√
n(Qn − Q) does

not converge in distribution in L1(0, 1). Any Q which is not locally absolutely contin-
uous but satisfies (1.1) will do the job. A very simple example is obtained by choosing
Q to be the quantile function for the Bernoulli distribution with success probability
p ∈ (0, 1). An example in which Q is continuous but not locally absolutely continuous is
obtained by choosing Q to be the middle-thirds Cantor function or “Devil’s staircase”;
see e.g. Tao (2011, p. 170). Either choice of Q is sufficiently irregular to ensure that√
n(Qn − Q) does not converge in distribution in L1(0, 1). This may seem surprising

since the sequence of real-valued random variables
√
n
∫ 1
0 |Qn(u)−Q(u)|du does converge

in distribution for both of these choices of Q and, more generally, for any choice of Q
satisfying (1.1). The latter convergence in distribution may be deduced from the fact

that
∫ 1
0 |Qn(u)−Q(u)|du =

∫∞
−∞|Fn(x)− F (x)|dx for all n; see Lemma 4.4 below.

Property Q is weaker than sufficient conditions for convergence in distribution of the
quantile process in L1(0, 1) appearing in prior literature. Proposition 1.4 in Kaji (2018)
establishes that the quantile process converges in distribution in L1(0, 1) if: (i) F has
at most finitely many discontinuities and is elsewhere continuously differentiable with
positive derivative, and (ii) |Q|2+δ is integrable for some δ > 0. Condition (i) implies,
but is not implied by, local absolute continuity of Q, while condition (ii) implies, but is
not implied by, (1.1). Lemma A.18 in the online appendix to Weitkamp, Proksch, Tamel-
ing, and Munk (2024) establishes that the quantile process converges in distribution in
L1(0, 1) if: (a) F is supported on a compact interval [a, b] with −∞ < a < b < ∞ and
(b) F is continuously differentiable on [a, b] with positive derivative on (a, b). Condition
(a) implies, but is not implied by, (1.1), while conditions (a) and (b) together imply, but
are not implied by, local absolute continuity of Q.

Other literature has studied the convergence in distribution of the quantile process, or
some special construction of the quantile process, in L2(0, 1). Consider the three special
constructions defined for u ∈ (0, 1) by

√
n(Qn(u)−Q(u))1(1/(n+ 1) < u < n/(n+ 1)), (1.3)

√
n(Qn(u)−Q((⌊nu⌋+ 1)/(n+ 1))) and (1.4)

3It is shown in Hoeffding (1973, pp. 64–5) that if Q satisfies (1.1) then
∫ 1

0
Q(u)2du < ∞, and that if

there exists δ > 0 such that
∫ 1

0
Q(u)2[log(1 + |Q(u)|)]1+δdu < ∞ then Q satisfies (1.1).
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√
n(Qn(u)− EQn(u)), (1.5)

where ⌊·⌋ rounds down to the nearest integer. Theorems 1, 2, and 3 in Mason (1984)
provide sufficient conditions for each of these special constructions of the quantile pro-
cess to converge in distribution in L2(0, 1).4 The key requirement is that Q is locally
absolutely continuous with density q satisfying∫ 1

0
u(1− u)q(u)2du <∞. (1.6)

This requirement is analogous to Property Q, with the stronger norm on L2(0, 1) ne-
cessitating a stronger integrability condition. It is further assumed that F and q are
continuous, and to obtain convergence in distribution of the processes in (1.4) and (1.5)
it is assumed that there exist ν1, ν2 ∈ R andM ∈ (0,∞) such that q(u) ≤Muν1(1−u)ν2
for all u ∈ (0, 1).

The task of establishing weak sufficient conditions for the quantile process
√
n(Qn −

Q) to converge in distribution in L2(0, 1), without using any special construction to
ameliorate troublesome behavior of Q near zero and one, is undertaken in del Barrio,
Giné, and Utzet (2005). Theorem 4.6(i) therein establishes that the following conditions
are collectively sufficient for

√
n(Qn −Q) to converge in distribution in L2(0, 1):

Q is locally absolutely continuous with density q satisfying (1.6). (1.7)

F is twice differentiable on its open support (a, b), with positive derivative f. (1.8)

sup
u∈(0,1)

∣∣u(1− u)q(u)2f ′(Q(u))
∣∣ <∞. (1.9)

Either a > −∞ or lim inf
u↓0

∣∣uq(u)2f ′(Q(u))
∣∣ > 0. (1.10)

Either b <∞ or lim inf
u↑1

∣∣(1− u)q(u)2f ′(Q(u))
∣∣ > 0. (1.11)

As mentioned above, (1.7) is analogous to Property Q, our necessary and sufficient con-
dition for convergence in distribution of the quantile process in L1(0, 1). No counterpart
to (1.8)–(1.11) is required to obtain this convergence. Conditions (1.7)–(1.11) are not
collectively necessary for the quantile process to converge in distribution in L2(0, 1). In
particular, twice differentiability of F on its open support is not needed even to have
convergence in distribution with respect to the uniform norm; see e.g. Lemma 21.4(ii)
in van der Vaart (1998). The results of this article concern convergence in distribution
in L1(0, 1), but future research might investigate whether our approach can be adapted
to obtain necessary and sufficient conditions for convergence in distribution in L2(0, 1).

Our contribution is also closely related to earlier literature concerning the approxima-
tion of a special construction of the uniform quantile process under weighted Lp-norms.
In particular, the following fact is established in Csörgő, Horváth, and Shao (1993).
Let U1,n ≤ U2,n ≤ · · · ≤ Un,n be the order statistics of n iid draws from the uniform

4The three processes in (1.3)–(1.5) are rwn , q
w
n , and pwn in the notation of Mason (1984), with the uniform

weight function w = 1. Mason (1984) also studies weighted versions of the processes. Condition (1.6)
here is Assumption (C) in Mason (1984) with w = 1.
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distribution on (0, 1), and let Un : (0, 1) → R be defined by

Un(u) = Uk,n, k/(n+ 2) < u ≤ (k + 1)/(n+ 2), k = 0, . . . , n+ 1,

where U0,n = 0 and Un+1,n = 1. Let p ∈ (0,∞), and let w : (0, 1) → (0,∞) be a Borel
measurable function uniformly bounded on compact subintervals of (0, 1). Then∫ 1

0
(u(1− u))p/2w(u)du <∞ (1.12)

if and only if we can define a sequence of Brownian bridges Bn such that∫ 1

0

∣∣√n(u− Un(u))−Bn(u)
∣∣pw(u)du = oP(1). (1.13)

This result is contained in Theorem 1.2 in Csörgő, Horváth, and Shao (1993); see also
Theorem 1 in Shorack and Wellner (1986, p. 470). Note that Un differs from the standard
construction of an empirical quantile function, which is to take the generalized inverse of
an empirical cdf, i.e. Qn(u) = inf{x : Fn(x) ≥ u}. Instead, Un has been defined in such a
way that Un(u) = 0 for all u ∈ (0, 1/(n+2)) and Un(u) = 1 for all u ∈ ((n+1)/(n+2), 1).
If Un were defined to be an empirical quantile function in the standard way then it would
be uniformly bounded away from zero and one almost surely for all n, and consequently
the integral in (1.13) would be almost surely infinite in cases where w is not integrable.
The special construction of Un is therefore critical to the equivalence of (1.12) and (1.13).

Our proof that the quantile process converges in distribution in L1(0, 1) if and only
if Q has Property Q does not rely on any special construction of the quantile process.
Nor does the uniform quantile process play an important role. To prove the sufficiency
of Property Q we take as a starting point the convergence in distribution of

√
n(Fn−F )

in L1(−∞,∞) supplied by Theorem 2.1(a) in del Barrio, Giné, and Matrán (1999).
From this we deduce the convergence in distribution of

√
n(Qn − Q) in L1(0, 1) by

applying the delta method. The validity of a bootstrap approximation to
√
n(Qn −Q)

in L1(0, 1) under Property Q is established as a byproduct of the delta method. We use
a separate argument to prove the necessity of Property Q, drawing on Theorem 2.1(b)
in del Barrio, Giné, and Matrán (1999), which establishes that

√
n
∫∞
−∞|Fn(x)−F (x)|dx

is stochastically bounded if and only if (1.2) is satisfied.

Our application of the delta method is complicated by the fact that cdfs are not
integrable over the real line and therefore do not belong to the space L1(−∞,∞). While√
n(Fn −F ) takes values in L1(−∞,∞) if (1.2) is satisfied, the fact that neither Fn nor

F belong to L1(−∞,∞) renders the standard definition of Hadamard differentiability—
see e.g. van der Vaart (1998, ch. 20)—unsuitable for our purpose. To circumvent this
difficulty we rely on a generalized version of the delta method introduced in Beutner
and Zähle (2010) and developed further in Krätschmer, Schied, and Zähle (2015) and
Beutner and Zähle (2016, 2018); see also Volgushev and Shao (2014). We provide a
precise statement of this version of the delta method in Section 2.3.

The second main contribution of this article concerns the P-P process. Let Fn be the
empirical cdf constructed from an iid sample of size n drawn from a distribution with
cdf F , and let Qn be the empirical quantile function constructed from an iid sample
of size n drawn from a distribution with cdf G and quantile function Q, with the two
samples assumed to be independent of one another. (We assume the two sample sizes
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to be equal to simplify our discussion in this section but will later allow them to differ.)
We call the map R : (0, 1) → [0, 1] defined by R(u) = F (Q(u)) the P-P curve, we call
the map Rn : (0, 1) → [0, 1] defined by Rn(u) = Fn(Qn(u)) the empirical P-P curve, and

we call
√
n/2(Rn − R) the P-P process. We will show that the P-P process converges

in distribution in L1(0, 1) if and only if R is locally absolutely continuous.

Prior literature on the P-P process has focused on approximation with respect to a
uniform or weighted uniform norm, rather than on convergence in distribution in L1(0, 1).
The best available result for the uniform norm appears to be Theorem 3.1 in Aly, Csörgő,
and Horváth (1987), which requires a Čibisov-O’Reilly condition to be satisfied. A Borel
measurable function w : (0, 1) → (0,∞) is said to be a Čibisov-O’Reilly weight function if
it is uniformly bounded away from zero on compact subintervals of (0, 1), nondecreasing
in a neighborhood of zero and nonincreasing in a neighborhood of one, and satisfies∫ 1

0
(u(1− u))−1 exp

(
−δ(u(1− u))−1w(u)2

)
du <∞ for all δ > 0. (1.14)

Theorem 3.1 in Aly, Csörgő, and Horváth (1987) establishes that if F and G are con-
tinuous and admit continuous positive densities f and g on their open supports, and
if

sup
u∈(0,1)

f(Q(u))

g(Q(u))
w(u) <∞

for some Čibisov-O’Reilly weight function w, then we may define a sequence of pairs of
independent Brownian bridges (B1,n, B2,n) such that

sup
u∈(0,1)

∣∣∣∣√n(Rn(u)−R(u))−B1,n(R(u)) +
f(Q(u))

g(Q(u))
B2,n(u)

∣∣∣∣ = oP(1). (1.15)

Condition (1.14) is optimal in the sense that if

lim inf
u↓0

f(Q(u))

g(Q(u))
w(u) > 0 or lim inf

u↑1

f(Q(u))

g(Q(u))
w(u) > 0

for some Borel measurable w : (0, 1) → (0,∞) that is bounded on compact subintervals
of (0, 1), nondecreasing in a neighborhood of zero and nonincreasing in a neighborhood
of one, but not satisfying (1.14), then (1.15) cannot be satisfied. See also Theorem 2.2 in
Hseih and Turnbull (1996) for a closely related result in which the supremum in (1.15)
is taken over a compact subinterval of (0, 1).

Our demonstration that the P-P process converges in distribution in L1(0, 1) if and
only if R is locally absolutely continuous contrasts with the result of Aly, Csörgő,
and Horváth (1987) just described because there is no counterpart to the Čibisov-
O’Reilly condition. The reason for this may be understood by considering the term
[f(Q(u))/g(Q(u))]B2,n(u) appearing in (1.15). The role of the Čibisov-O’Reilly condi-
tion is to control the behavior of this term for u close to zero or one, which is necessary
when seeking to approximate the P-P process under the uniform norm. Less regularity
near zero and one is needed to establish convergence in distribution in L1(0, 1). The
key requirement is integrability, which is automatically satisfied because the Brownian
bridge has uniformly bounded sample paths and f(Q)/g(Q) is a density for the uni-
formly bounded function R. In fact, we do not require densities for F and G to obtain
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convergence in distribution in L1(0, 1), or even require F or G to be continuous; only a
density for R is required.

Another result closely related to ours is Theorem 5.1(a) in Pyke and Shorack (1968).

It pertains to a modified version of the P-P process based on the quantile functions Q̃n

and Q̃ corresponding to the pooled cdfs (Fn + Gn)/2 and (F + G)/2. Theorem 5.1(a)

establishes that if F and G are continuous then
√
n(Fn(Q̃n) − F (Q̃)) converges in dis-

tribution in L1(0, 1).5 Note that F (Q̃) is guaranteed to be locally absolutely continuous
because the Lebesgue-Stieltjes measure generated by F is absolutely continuous with
respect to the one generated by (F +G)/2. The absence of any explicit requirement of
local absolute continuity in the statement of Theorem 5.1(a) is therefore explained by

the pooling of samples. Pooling also has the effect of ensuring that F (Q̃) has density no
greater than 2. If, in addition to requiring that F and G are continuous, we require fur-
ther that F (Q̃) is continuously differentiable on (0, 1), with derivative having one-sided
limits at zero and one, then Theorem 4.1(a) in Pyke and Shorack (1968) establishes that

the convergence in distribution of
√
n(Fn(Q̃n)−F (Q̃)) in L1(0, 1) continues to hold when

the norm on L1(0, 1) is strengthened to the uniform norm. It is unnecessary to explic-
itly require a Čibisov-O’Reilly condition to be satisfied, or to specify that the one-sided
limits of the derivative of F (Q̃) at zero and one must be finite, because the pooling of

samples already guarantees a uniformly bounded density for F (Q̃). See also Theorem
3.3 in Aly, Csörgő, and Horváth (1987).

The preceding discussion of related literature has focused on a small number of con-
tributions which we view to be the most closely connected to what is done in this article.
There is an enormous volume of literature concerning the asymptotic behavior of the
quantile process and other related processes. We make no attempt at a survey, but point
to Csörgő (1983) and Csörgő and Horváth (1993) for detailed treatments of the quantile
process with a particular emphasis on strong approximations with respect to a uniform or
weighted uniform norm. We also point to Zwingmann and Holzmann (2020) for a recent
treatment of the quantile process based on the concepts of epi- and hypoconvergence
introduced in Bücher, Segers, and Volgushev (2014).

The remainder of this article is structured as follows. Section 2 contains necessary
mathematical background, with Sections 2.1, 2.2, and 2.3 respectively concerning conver-
gence in distribution in normed spaces, bootstrap approximation, and the delta method.
Section 3 establishes conditions under which the generalized inverse mapping is quasi-
Hadamard differentiable in the sense explained in Section 2.3. Much of the work needed
to prove the sufficiency of our conditions for convergence in distribution in L1(0, 1) takes
place in the proof of Theorem 3.1. Building on this result, Section 4 establishes that
Property Q is necessary and sufficient for convergence in distribution of the quantile
process in L1(0, 1), and Section 5 establishes that local absolute continuity of the P-P
curve is necessary and sufficient for convergence in distribution of the P-P process in

5Theorem 5.1(a) in Pyke and Shorack (1968) is more general than described here because it permits
different sample sizes and a weighted L1-norm. For the purposes of the present discussion we take, in
the notation of Pyke and Shorack (1968), ν to be the Lebesgue measure, q = 1, and m = n. Consequently
λN = λ0 = 1/2 and the a.e. differentiability condition required in Theorem 5.1(a) is redundant. Moreover

L′
N may be replaced with LN because ∥L′

N − LN∥ν = (1/N)|LN (1/N)| ≤ 2/
√
N .
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L1(0, 1). Sections 4 and 5 also contain material concerning the bootstrap approximation
of quantile and P-P processes in L1(0, 1). Appendix A addresses some technical details
regarding measurability which arise in Sections 4 and 5. Appendix B states well-known
properties of the generalized inverse to be applied in Sections 3, 4, and 5.

2. Mathematical background

In this section we introduce notation and terminology, and present necessary math-
ematical background for subsequent sections. Much of our discussion amounts to a
summary of essential material from Beutner and Zähle (2016).

2.1. Convergence in distribution. Following Beutner and Zähle (2016), we adopt
the general approach of Pollard (1984) toward convergence in distribution, wherein mea-
surability with respect to the ball σ-algebra is used to handle technical complications
associated with nonseparable spaces. We specialize the setting from that of a metric
space to that of a normed space, which suffices for our purposes. While the prominent
role played in this article by the L1-norm means that we often work with separable
spaces, our treatment of the P-P process in Section 5 will require us also to work with
nonseparable spaces.

Let E be a normed space. We define the Borel σ-algebra on E to be the σ-algebra
generated by the open subsets of E, and we define the ball σ-algebra on E to be the
σ-algebra generated by the open balls in E. If E is separable then its Borel and ball
σ-algebras coincide, but in general the two may differ. We denote by B and B◦ the Borel
and ball σ-algebras on E, and assign the notation B(R) to the Borel σ-algebra on R.

Definition 2.1 (Random variable). A map ξ : Ω → E defined on a probability space
(Ω,F ,P) is said to be an E-valued random variable if it is (F ,B◦)-measurable; that is, if
ξ−1B ∈ F for all B ∈ B◦. We use the notation law(ξ) to refer to the probability measure
Pξ−1 on (E,B◦). If E = R then we may simply say that ξ is a random variable.

Let BL◦
1 be the set of all (B◦,B(R))-measurable functions f : E → R satisfying

|f(x)| ≤ 1 and |f(x) − f(y)| ≤ ∥x − y∥E for all x, y ∈ E. Let M◦
1 be the set of all

probability measures on (E,B◦). Define the map d◦BL : M◦
1 ×M◦

1 → [0,∞) by

d◦BL(µ, ν) := sup
f∈BL◦

1

∣∣∣∣∫ fdµ−
∫
fdν

∣∣∣∣ .
As discussed in Beutner and Zähle (2016, p. 1209), d◦BL is a pseudo-metric on M◦

1, or a
metric if E is separable. In the latter case d◦BL is called the bounded Lipschitz metric.

Definition 2.2 (Convergence in distribution). Let ξ be an E-valued random vari-
able, and (ξn) a sequence of E-valued random variables. We say that ξn converges
in distribution◦ to ξ in E if

lim
n→∞

d◦BL(law(ξn), law(ξ)) = 0.

We write “ξn ⇝◦ ξ in E” as shorthand for “ξn converges in distribution◦ to ξ in E”.
If E is separable then we may write “converges in distribution” and “⇝” in place of
“converges in distribution◦” and “⇝◦”.
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See Beutner and Zähle (2016, p. 1209) for a portmanteau theorem providing equivalent
reformulations of convergence in distribution◦.

2.2. Bootstrap versions. Let (Ω,F ,P) be a probability space and V a vector space,
and let θn be a map from Ω into V. We have in mind a statistical context in which
θn is determined by a sample of size n and P represents the uncertainty introduced
by randomly drawing this sample from some population. In order to make precise the
general idea of a bootstrap counterpart to θn we introduce a second probability space
(Ω′,F ′,P′), and define a third probability space by

(Ω̄, F̄ , P̄) := (Ω× Ω′,F ⊗ F ′,P⊗ P′), (2.1)

where the symbol ⊗ is used to define a product σ-algebra or product measure in the
usual way. We think of the second probability measure P′ as representing the uncer-
tainty introduced by some bootstrap procedure; for instance, by the random selection
of multinomial weights for the Efron bootstrap. A bootstrap counterpart to θn ought
to be influenced by both sampling uncertainty and the random variation inherent to
bootstrapping, so it is natural to view it as a map θ∗n : Ω̄ → V.

The following definition provides two ways to make precise the idea that the bootstrap
“works”. It is an amalgamation of Definitions 2.1 and 2.2 in Beutner and Zähle (2016).
The notation Pout refers to the outer measure generated by P.

Definition 2.3 (Bootstrap versions). Let V be a vector space and E a normed subspace
of V. Let (Ω,F ,P) and (Ω′,F ′,P′) be probability spaces, and define (Ω̄, F̄ , P̄) as in (2.1).
Let (θn) be a sequence of maps from Ω into V, and (θ∗n) a sequence of maps from Ω̄ into
V. Let θ be a vector in V. Let (an) be a sequence of positive real numbers tending to
infinity. Require that an(θn − θ) is an E-valued random variable on Ω for each n, and
that

an(θn − θ)⇝◦ ξ in E (2.2)

for some E-valued random variable ξ. Require further that an(θ
∗
n − θn) is an E-valued

random variable on Ω̄ for each n. We say that (θ∗n) is:

(i) almost surely a bootstrap version of (θn) w.r.t. the convergence in (2.2) if

an(θ
∗
n(ω, ·)− θn(ω))⇝

◦ ξ in E for P-a.e. ω ∈ Ω.

(ii) a bootstrap version in outer probability of (θn) w.r.t. the convergence in (2.2) if

lim
n→∞

Pout {ω ∈ Ω : d◦BL (law(an(θ
∗
n(ω, ·)− θn(ω))), law(ξ)) ≥ ϵ} = 0 for all ϵ > 0.

If E is separable then in case (ii) we may replace Pout with P, and say instead that (θ∗n)
is a bootstrap version in probability of (θn) w.r.t. the convergence in (2.2).

See Beutner and Zähle (2016) for an explanation of why we may replace Pout with P
in case (ii) if E is separable, and for further discussion of other technical issues related
to Definition 2.3. In particular, Lemma D.2 in Beutner and Zähle (2016) shows that
the mapping ω′ 7→ an(θ

∗
n(ω, ω

′)− θn(ω)) is an E-valued random variable on Ω′ for every
ω ∈ Ω.



CONVERGENCE IN DISTRIBUTION OF QUANTILE AND P-P PROCESSES 9

2.3. The delta method. The version of the delta method we require for our treatment
of quantile and P-P processes relies on a generalization of Hadamard differentiability
called quasi-Hadamard differentiability. We define it as in Definition C.3 in Beutner and
Zähle (2016).

Definition 2.4 (Quasi-Hadamard differentiability). Let V and Ẽ be vector spaces, with

Ẽ equipped with a norm ∥·∥Ẽ. Let E be a subspace of V equipped with a norm ∥·∥E.
Let f : Vf → Ẽ be a map defined on a subset Vf of V. Given a vector θ ∈ Vf and a
set E0 ⊆ E, we say that f is quasi-Hadamard differentiable at θ tangentially to E0⟨E⟩
if there is a continuous map ḟθ : E0 → Ẽ such that

lim
n→∞

∥∥∥∥ḟθ(h)− f(θ + tnhn)− f(θ)

tn

∥∥∥∥
Ẽ

= 0

for each h ∈ E0, each vanishing sequence (tn) of positive real numbers, and each sequence
(hn) of vectors in E satisfying θ + tnhn ∈ Vf for each n and ∥hn − h∥E → 0. In this

case the map ḟθ is called the quasi-Hadamard derivative of f at θ. If E0 = E = V
then we may omit “tangentially to E0⟨E⟩” and simply say that f is quasi-Hadamard
differentiable at θ.

For our purposes, the critical distinction between quasi-Hadamard differentiability and
the ordinary notion of Hadamard differentiability—as defined in, for instance, van der
Vaart (1998, ch. 20)—is that quasi-Hadamard differentiability does not require the norm
controlling the behavior of each sequence (hn) to be defined at each point in the domain
of f . See Beutner and Zähle (2010) for an extended discussion of the practical relevance
of this distinction, focusing on applications involving weighted uniform norms. A second
distinction between the two notions of differentiability is that the approximating map
ḟθ is required to be linear in the definition of Hadamard differentiability, but not in the
definition of quasi-Hadamard differentiability. The second distinction plays no role in
the applications of the delta method in this article, as ḟθ will always be linear.

We now provide a precise statement of the version of the delta method we will use to
establish the sufficiency of our conditions for convergence in distribution of the quantile
and P-P processes in L1(0, 1). The following result is Theorem 3.1 in Beutner and Zähle
(2016).

Theorem 2.1 (Delta method). Let V be a vector space, and E a normed subspace of V.

Let Ẽ be a separable normed space. Let B◦ be the ball σ-algebra on E, and B̃ the Borel
σ-algebra on Ẽ. Let E0 be a separable subspace of E belonging to B◦. Let f : Vf → Ẽ
be a map defined on a subset Vf of V. Let θ be a vector in Vf . Let (Ω,F ,P) and
(Ω′,F ′,P′) be probability spaces, and define (Ω̄, F̄ , P̄) as in (2.1). Let (θn) be a sequence
of maps from Ω into Vf , and (θ∗n) a sequence of maps from Ω̄ into Vf . Let (an) be a
sequence of positive real numbers tending to infinity. Consider the following conditions:

(a) an(θn − θ) is an E-valued random variable on Ω for each n, and

an(θn − θ)⇝◦ ξ in E (2.3)

for some E-valued random variable ξ taking values only in E0.
(b) f(θn) is an Ẽ-valued random variable on Ω.



10 BRENDAN K. BEARE AND TETSUYA KAJI

(c) f is quasi-Hadamard differentiable at θ tangentially to E0⟨E⟩.
(d) The quasi-Hadamard derivative ḟθ : E0 → Ẽ can be extended from E0 to E such

that the extension ḟθ : E → Ẽ is linear and (B◦, B̃)-measurable, and continuous
at every point of E0.

(e) f(θ∗n) is an Ẽ-valued random variable on Ω̄.
(f) an(θ

∗
n − θ) and an(θ

∗
n − θn) are E-valued random variables on Ω̄ for each n, and

(θ∗n) is almost surely a bootstrap version of (θn) w.r.t. the convergence in (2.3).
(f′) an(θ

∗
n − θ) and an(θ

∗
n − θn) are E-valued random variables on Ω̄ for each n, and

(θ∗n) is a bootstrap version in outer probability of (θn) w.r.t. the convergence in
(2.3).

The following assertions hold:

(i) If conditions (a), (b), and (c) hold, then an(f(θn)−f(θ)) is an Ẽ-valued random

variable on Ω for each n, ḟθ(ξ) is an Ẽ-valued random variable, and

an(f(θn)− f(θ))⇝ ḟθ(ξ) in Ẽ. (2.4)

(ii) If conditions (a), (b), (c), (d), (e), and (f) hold, then an(f(θ
∗
n) − f(θn)) is an

Ẽ-valued random variable on Ω̄ for each n, and (f(θ∗n)) is a bootstrap version in
probability of (f(θn)) w.r.t. the convergence in (2.4).

(iii) Assertion (ii) still holds when condition (f) is replaced by (f′).

Conditions (a), (b), (c), (d), (e), (f), and (f′) in Theorem 2.1 have the same meaning
as the corresponding conditions in Theorem 3.1 in Beutner and Zähle (2016). Note that
several measurability conditions appearing there are subsumed here into Definition 2.1.

3. Quasi-Hadamard differentiability of the generalized inverse

In this section we establish that a mapping from cdfs to quantile functions is quasi-
Hadamard differentiable under very mild conditions. The precise statement is given in
Theorem 3.1 below. We say that the conditions for quasi-Hadamard differentiability are
very mild because in Section 4 we will use Theorem 3.1 to establish that Property Q
is sufficient for convergence in distribution of the quantile process in L1(0, 1), and then
establish separately that Property Q is also necessary for such convergence.

Let D(−∞,∞) be the vector space of real càdlàg functions on R, and define the set

D(−∞,∞) :=
{
F ∈ D(−∞,∞) : F is nondecreasing, lim

n→∞
F (−n) = 0, lim

n→∞
F (n) = 1

}
.

Thus D(−∞,∞) is the set of all cdfs on R. For each F ∈ D(−∞,∞), we denote by F−1

the map from (0, 1) into R defined by

F−1(u) = inf{x ∈ R : F (x) ≥ u} for all u ∈ (0, 1). (3.1)

We call F−1 the generalized inverse of F , or sometimes the quantile function for F .

Define the set
D1 :=

{
G ∈ D(−∞,∞) : G−1 ∈ L1(0, 1)

}
.

Throughout the remainder of this section we fix a cdf F ∈ D1, and define Q := F−1.
Define

αF = inf{x ∈ R : F (x) > 0}, βF = sup{x ∈ R : F (x) < 1}. (3.2)



CONVERGENCE IN DISTRIBUTION OF QUANTILE AND P-P PROCESSES 11

and DF := {G ∈ D1 : G(x) = 0 for all x < αF and G(x) = 1 for all x ≥ βF } .

Note that αF and βF need not be finite, and that F ∈ DF by construction. Let ϕ :
DF → L1(0, 1) be the map defined for G ∈ DF by ϕ(G) = G−1.

Our objective in this section is to verify that if Q is locally absolutely continuous then
ϕ is quasi-Hadamard differentiable at F . While Q must be integrable because F ∈ D1,
we do not require Q to satisfy (1.1). Local absolute continuity implies that Q has a
nonnegative and locally integrable density q : (0, 1) → R, uniquely defined up to null
sets. The density q need not be integrable because Q need not be uniformly bounded.

In order to make precise the sense in which ϕ is quasi-Hadamard differentiable at F
we must specify the vector spaces V, E, and Ẽ and the tangent set E0 appearing in
Definition 2.4. We choose V = D(−∞,∞) and Ẽ = L1(0, 1). Note that D(−∞,∞)
has not been equipped with a norm. Let D1(−∞,∞) be the vector space of integrable
càdlàg functions h : R → R, and equip D1(−∞,∞) with the norm ∥h∥1 :=

∫∞
−∞ h(x)dx.

This makes D1(−∞,∞) a separable normed subspace of D(−∞,∞). We choose E =
D1(−∞,∞). Let C[0, 1] be the vector space of continuous functions g : [0, 1] → R
equipped with the uniform norm. We choose E0 to be the vector subspace ofD

1(−∞,∞)
given by

TF :=
{
h ∈ D1(−∞,∞) : h = g(F ) for some g ∈ C[0, 1] such that g(0) = g(1) = 0

}
.

Theorem 3.1. Let F be a function in D1 such that Q := F−1 is locally absolutely con-
tinuous, and let q be a density for Q. Then h(Q)q ∈ L1(0, 1) for each h ∈ D1(−∞,∞).
Moreover, ϕ : DF → L1(0, 1) is quasi-Hadamard differentiable at F tangentially to

TF ⟨D1(−∞,∞)⟩, with quasi-Hadamard derivative ϕ̇F : TF → L1(0, 1) satisfying ϕ̇F (h) =
−h(Q)q for each h ∈ TF . The last equality defines a continuous and linear extension of

ϕ̇F to all of D1(−∞,∞).

Our proof of Theorem 3.1 is somewhat long. This is largely due to the fact that
we have placed no structure on the quantile function Q beyond integrability and local
absolute continuity. A much shorter proof could be provided if we were to assume, say,
that Q admits a density q that is uniformly bounded away from zero and infinity. Such
an assumption must be avoided because it is not implied by Property Q. The purpose
of Theorem 3.1 is to help us prove that Property Q is sufficient for convergence in
distribution of the quantile process in L1(0, 1).

Proof of Theorem 3.1. Before establishing the quasi-Hadamard differentiability of ϕ we
will verify that h(Q)q ∈ L1(0, 1) for every h ∈ D1(−∞,∞), and that h 7→ −h(Q)q is
continuous and linear as a map from D1(−∞,∞) into L1(0, 1). By Lemma B.2 we have∫ 1

0
|h(Q(u))|dQ(u) =

∫ βF

αF

|h(Q(F (x)))|dx for each h ∈ D1(−∞,∞).

We may replace dQ(u) with q(u)du in the first integral because Q is locally absolutely
continuous with density q. Local absolute continuity of Q implies continuity of Q, and
0 < F (x) < 1 for all x ∈ (αF , βF ), so by Lemma B.1(iii) we may replace Q(F (x)) with
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x in the second integral. Consequently we have∫ 1

0
|h(Q(u))|q(u)du =

∫ βF

αF

|h(x)|dx for each h ∈ D1(−∞,∞). (3.3)

Thus h(Q)q ∈ L1(0, 1) for each h ∈ D1(−∞,∞). Linearity of h 7→ −h(Q)q as a map
from D1(−∞,∞) into L1(0, 1) is obvious. Continuity of this map follows from the fact
that ∥h(Q)q∥1 ≤ ∥h∥1 for each h ∈ D1(−∞,∞), by (3.3).

For the remainder of the proof we fix a function h ∈ TF , a vanishing sequence (tn)
of positive real numbers, and a sequence (hn) of functions in D1(−∞,∞) satisfying
F + tnhn ∈ DF for each n and ∥hn − h∥1 → 0. Our task is to show that∥∥t−1

n [(F + tnhn)
−1 −Q] + h(Q)q

∥∥
1
→ 0. (3.4)

Define Fn := F + tnhn, Qn := F−1
n , and ξn := t−1

n (Qn −Q) ∈ L1(0, 1). Then we have

ξn(u) = t−1
n

∫ βF

αF

[1(F (x) ≥ u)− 1(Fn(x) ≥ u)]dx for each u ∈ (0, 1). (3.5)

To understand why (3.5) is true, observe that for each u ∈ (0, 1) we have∫ Q(u)∨Qn(u)

−∞
1(F (x) ≥ u)dx = Q(u) ∨Qn(u)−Q(u)

and

∫ Q(u)∨Qn(u)

−∞
1(Fn(x) ≥ u)dx = Q(u) ∨Qn(u)−Qn(u).

Taking the difference gives∫ Q(u)∨Qn(u)

−∞
[1(F (x) ≥ u)− 1(Fn(x) ≥ u)]dx = Qn(u)−Q(u).

To verify (3.5) it suffices to show that the lower and upper limits of integration in the
last integral may be replaced with αF and βF . Since F, Fn ∈ DF , we have 1(F (x) ≥ u) =
1(Fn(x) ≥ u) = 0 for all x < αF . Therefore we may replace the lower limit of integration
with αF . We also have 1(F (x) ≥ u) = 1(Fn(x) ≥ u) = 1 for all x ≥ Q(u) ∨ Qn(u) by
Lemma B.1(i), and also for all x ≥ βF because F, Fn ∈ DF . Therefore we may replace
the upper limit of integration with βF .

We now further simplify the expression for ξn(u) given in (3.5). Define gn := hn(Q),
so that Fn(Q) = F (Q) + tngn. For all x ∈ (αF , βF ) we have 0 < F (x) < 1 and thus, by
Lemma B.1(iii), Q(F (x)) = x. Thus we may rewrite (3.5) as

ξn(u) = t−1
n

∫ βF

αF

[1(F (x) ≥ u)− 1(F (x) + tngn(F (x)) ≥ u)]dx for each u ∈ (0, 1).

Now by applying Lemma B.2 we obtain

ξn(u) = t−1
n

∫ 1

0
[1(v ≥ u)− 1(v + tngn(v) ≥ u)]dQ(v) for each u ∈ (0, 1), (3.6)

which will be more convenient to work with than (3.5).

Let g̃ be a function in C[0, 1] satisfying g̃(F ) = h. Such a function exists because
h ∈ TF . Let g be the restriction of g̃ to (0, 1). The left-hand side of (3.4) may be
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rewritten as ∥ξn+h(Q)q∥1, which we need to show converges to zero. We will show that
it suffices to establish this convergence with h(Q) replaced by g and with ξn replaced by
the map ζn : (0, 1) → R defined by

ζn(u) := t−1
n

∫ 1

0
[1(v ≥ u)− 1(v + tng(v) ≥ u)]dQ(v). (3.7)

Observe first that

∥h(Q)q − gq∥1 =
∫ 1

0
|h(Q(u))− g(u)|dQ(u) =

∫ βF

αF

|h(Q(F (x)))− h(x)|dx = 0,

where the second equality follows from Lemma B.2 and the third from Lemma B.1(iii).
Observe next that

∥ξn − ζn∥1 = t−1
n

∫ 1

0

∣∣∣∣∫ 1

0
[1(v + tngn(v) ≥ u)− 1(v + tng(v) ≥ u)]dQ(v)

∣∣∣∣ du
≤ t−1

n

∫ 1

0

∫ 1

0
|1(v + tngn(v) ≥ u)− 1(v + tng(v) ≥ u)|dudQ(v)

≤ t−1
n

∫ 1

0

∫ ∞

−∞
|1(v + tngn(v) ≥ u)− 1(v + tng(v) ≥ u)|dudQ(v)

=

∫ 1

0
|gn(v)− g(v)|dQ(v),

where the first equality follows from (3.6) and (3.7), and the first inequality is obtained
by applying Fubini’s theorem. Now we apply Lemma B.2 to the last integral to obtain

∥ξn − ζn∥1 ≤
∫ βF

αF

|gn(F (x))− g(F (x))|dx =

∫ βF

αF

|hn(Q(F (x)))− h(x)|dx

=

∫ βF

αF

|hn(x)− h(x)|dx ≤ ∥hn − h∥1 → 0,

with the second equality following from Lemma B.1(iii), and the convergence to zero
holding by construction. Since ∥ξn− ζn∥1 → 0 and ∥h(Q)q− gq∥1 = 0, if ∥ζn+ gq∥1 → 0
then ∥ξn + h(Q)q∥1 → 0. The proof is complete if we can show that ∥ζn + gq∥1 → 0.

Showing that ∥ζn + gq∥1 → 0 will take some work. We will need to introduce notation
for several new functions. Define the function χn : (0, 1)2 → {0, 1} by

χn(u, v) := 1(v + tng(v) ∧ 0 < u ≤ v + tng(v) ∨ 0).

For each u and v in (0, 1) we have

sgn(g(v))χn(u, v) = 1(v + tng(v) ≥ u)− 1(v ≥ u),

where sgn is the signum function. It therefore follows from (3.7) that

ζn(u) = −t−1
n

∫ 1

0
χn(u, v)sgn(g(v))dQ(v). (3.8)
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For each ϵ > 0, define the function χn,ϵ : (0, 1)
2 → R by

χn,ϵ(u, v) :=

χn(u, v)

/∫ 1

0
χn(u,w)dw if

∫ 1

0
χn(u,w)dw ≥ tn

√
ϵ

0 otherwise,

and the function ζn,ϵ : (0, 1) → R by

ζn,ϵ(u) := −
∫ 1

0
χn,ϵ(u, v)g(v)dQ(v).

It will be useful to establish some inequalities involving the function χn. First observe
that, for each v ∈ (0, 1), χn(·, v) is the indicator function of a set contained in an interval
of length tn|g(v)|. Thus∫ 1

0
χn(u, v)du ≤ tn|g(v)| for all n ∈ N, v ∈ (0, 1). (3.9)

For each ϵ > 0, define

δϵ := sup{δ ∈ [0, 1) : |g(v)− g(u)| ≤ ϵ for all u, v ∈ (0, 1) such that |v − u| ≤ δ}
and Nϵ,1 := inf{N ∈ N : tn|g(u)| < δϵ for all n ≥ N, u ∈ (0, 1)}.
We have δϵ > 0 for every ϵ > 0 because g is uniformly continuous, and thus Nϵ,1 < ∞
for every ϵ > 0 because g is uniformly bounded and tn → 0. Observe that

|v − u| ≤ tn|g(v)| for all n ∈ N and u, v ∈ (0, 1) such that χn(u, v) ̸= 0. (3.10)

Consequently,

|g(v)− g(u)| ≤ ϵ for all ϵ > 0, n ≥ Nϵ,1 and u, v ∈ (0, 1) such that χn(u, v) ̸= 0.
(3.11)

Let λ denote the Lebesgue measure. We deduce from (3.11) that for each ϵ > 0, each
n ≥ Nϵ,1 and each u ∈ (0, 1),∫ 1

0
χn(u, v)dv =

∫ 1

0
1(|g(v)− g(u)| ≤ ϵ)χn(u, v)dv

= λ{v ∈ (0, 1) : v + tng(v) ∧ 0 < u ≤ v + tng(v) ∨ 0, |g(v)− g(u)| ≤ ϵ}
≤ λ{v ∈ (0, 1) : v + tn(g(u)− ϵ) ∧ 0 < u ≤ v + tn(g(u) + ϵ) ∨ 0}
= λ{v ∈ (0, 1) : u− tn(g(u) + ϵ) ∨ 0 ≤ v < u− tn(g(u)− ϵ) ∧ 0}
≤ λ{v ∈ (0, 1) : u− tng(u) ∨ 0− tnϵ ≤ v < u− tng(u) ∧ 0 + tnϵ}. (3.12)

Thus ∫ 1

0
χn(u, v)dv ≤ tn|g(u)|+ 2tnϵ for all ϵ > 0, n ≥ Nϵ,1, u ∈ (0, 1). (3.13)

Similar to (3.12), for each ϵ > 0, each n ≥ Nϵ,1 and each u ∈ (0, 1), we have∫ 1

0
χn(u, v)dv ≥ λ{v ∈ (0, 1) : u− tng(u) ∨ 0 + tnϵ ≤ v < u− tng(u) ∧ 0− tnϵ}. (3.14)

For each ϵ > 0, define

Nϵ,2 := inf{N ∈ N : tn|g(u)| < ϵ for all n ≥ N, u ∈ (0, 1)}.
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We have Nϵ,2 <∞ for each ϵ > 0 because g is uniformly bounded and tn → 0. For each
ϵ ∈ (0, 1/2), each n ≥ Nϵ,2, and each u ∈ (ϵ, 1− ϵ) we have

u− tng(u) ∨ 0 + tnϵ > 0 and u− tng(u) ∧ 0− tnϵ < 1,

and thus, if also n ≥ Nϵ,1, deduce from (3.14) that∫ 1

0
χn(u, v)dv ≥ λ{v ∈ R : u− tng(u) ∨ 0 + tnϵ ≤ v < u− tng(u) ∧ 0− tnϵ}.

Consequently, we have∫ 1

0
χn(u, v)dv ≥ tn|g(u)| − 2tnϵ for all ϵ ∈ (0, 1/2), n ≥ Nϵ,1 ∨Nϵ,2, u ∈ (ϵ, 1− ϵ).

(3.15)
Observe further that, in view of (3.10), we have∫ ϵ

0
χn(u, v)du = 0 for all ϵ ∈ (0, 1/2), n ≥ Nϵ,2, v ∈ (2ϵ, 1), (3.16)

and similarly∫ 1

1−ϵ
χn(u, v)du = 0 for all ϵ ∈ (0, 1/2), n ≥ Nϵ,2, v ∈ (0, 1− 2ϵ). (3.17)

We will also need to suitably control integrals involving the function χn,ϵ. From (3.9)
and the definition of χn,ϵ we deduce that∫ 1

0
χn,ϵ(u, v)du ≤ ϵ−1/2|g(v)| for all ϵ > 0, n ∈ N, v ∈ (0, 1). (3.18)

For each ϵ ∈ (0, 1/2) define

Aϵ := {u ∈ (ϵ, 1− ϵ) : |g(u)| > 2ϵ+
√
ϵ} (3.19)

and define Ac
ϵ := (0, 1) \Aϵ. The bound (3.15) implies that∫ 1

0
χn(u, v)dv ≥ tn

√
ϵ for all ϵ ∈ (0, 1/2), n ≥ Nϵ,1 ∨Nϵ,2, u ∈ Aϵ. (3.20)

We therefore deduce from the definition of χn,ϵ that∫ 1

0
χn,ϵ(u, v)dv = 1 for all ϵ ∈ (0, 1/2), n ≥ Nϵ,1 ∨Nϵ,2, u ∈ Aϵ. (3.21)

We now return to showing that ∥ζn + gq∥1 → 0. Let ϵ be a point in (0, 1/2) and let
n be an integer satisfying n ≥ Nϵ,1 ∨Nϵ,2. Observe that∫

Ac
ϵ

|ζn(u)|du =

∫
Ac

ϵ

∣∣∣∣t−1
n

∫ 1

0
χn(u, v)sgn(g(v))dQ(v)

∣∣∣∣ du by (3.8)

≤ t−1
n

∫ 1

0

∫
Ac

ϵ

χn(u, v)dudQ(v) by Fubini’s theorem

≤ t−1
n

∫ 1

0

∫ 1

0
1(|g(u)| ≤ 2ϵ+

√
ϵ)χn(u, v)dudQ(v)
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+ t−1
n

∫ 1

0

∫ ϵ

0
χn(u, v)dudQ(v)

+ t−1
n

∫ 1

0

∫ 1

1−ϵ
χn(u, v)dudQ(v) by (3.19). (3.22)

We bound the three terms in the upper bound in (3.22) in turn. For the first term, we
have ∫ 1

0
1(|g(u)| ≤ 2ϵ+

√
ϵ)χn(u, v)du ≤

∫ 1

0
1(|g(v)| ≤ 3ϵ+

√
ϵ)χn(u, v)du

by (3.11), and thus

t−1
n

∫ 1

0

∫ 1

0
1(|g(u)| ≤ 2ϵ+

√
ϵ)χn(u, v)dudQ(v)

≤
∫ 1

0
1(|g(v)| ≤ 3ϵ+

√
ϵ)|g(v)|dQ(v) (3.23)

by (3.9). For the second term, we have

t−1
n

∫ 1

0

∫ ϵ

0
χn(u, v)dudQ(v) = t−1

n

∫ 2ϵ

0

∫ ϵ

0
χn(u, v)dudQ(v) by (3.16)

≤
∫ 2ϵ

0
|g(v)|dQ(v) by (3.9). (3.24)

For the third term, a similar argument using (3.17) in place of (3.16) shows that

t−1
n

∫ 1

0

∫ 1

1−ϵ
χn(u, v)dudQ(v) ≤

∫ 1

1−2ϵ
|g(v)|dQ(v). (3.25)

Next observe that, by (3.19),∫
Ac

ϵ

|g(u)|dQ(u) ≤
∫ 1

0
1(|g(u)| ≤ 2ϵ+

√
ϵ)|g(u)|dQ(u) +

∫ ϵ

0
|g(u)|dQ(u)

+

∫ 1

1−ϵ
|g(u)|dQ(u). (3.26)

Combining (3.22)–(3.26), we obtain∫
Ac

ϵ

|ζn(u) + g(u)q(u)|du ≤ 2

∫ 1

0
1(|g(u)| ≤ 3ϵ+

√
ϵ)|g(u)|dQ(u)

+ 2

∫ 2ϵ

0
|g(u)|dQ(u) + 2

∫ 1

1−2ϵ
|g(u)|dQ(u). (3.27)

To bound the integral of |ζn+gq| over Aϵ we bound separately the integrals of |ζn−ζn,ϵ|
and |ζn,ϵ+gq| over Aϵ. First we bound the former integral. From (3.8) and the definition
of ζn,ϵ we have

ζn(u)− ζn,ϵ(u) = −
∫ 1

0
[t−1
n χn(u, v)− χn,ϵ(u, v)|g(v)|]sgn(g(v))dQ(v)
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for all u ∈ Aϵ, and thus by Fubini’s theorem∫
Aϵ

|ζn(u)− ζn,ϵ(u)|du ≤
∫ 1

0

∫
Aϵ

∣∣t−1
n χn(u, v)− |g(v)|χn,ϵ(u, v)

∣∣dudQ(v). (3.28)

In view of (3.20) and the definition of χn,ϵ, the inner integral on the right-hand side
satisfies∫

Aϵ

∣∣t−1
n χn(u, v)− |g(v)|χn,ϵ(u, v)

∣∣ du =

∫
Aϵ

χn,ϵ(u, v)

∣∣∣∣t−1
n

∫ 1

0
χn(u,w)dw − |g(v)|

∣∣∣∣ du.
Thus, by the triangle inequality,∫

Aϵ

∣∣t−1
n χn(u, v)− |g(v)|χn,ϵ(u, v)

∣∣du ≤
∫
Aϵ

χn,ϵ(u, v)
∣∣|g(u)| − |g(v)|

∣∣du
+

∫
Aϵ

χn,ϵ(u, v)

∣∣∣∣t−1
n

∫ 1

0
χn(u,w)dw − |g(u)|

∣∣∣∣du. (3.29)

The definition of χn,ϵ implies that χn,ϵ(u, v) = 0 whenever χn(u, v) = 0, so from (3.11)
we have ∫

Aϵ

χn,ϵ(u, v)
∣∣|g(u)| − |g(v)|

∣∣du ≤ ϵ

∫
Aϵ

χn,ϵ(u, v)du. (3.30)

From (3.13) and (3.15) we have∣∣∣∣t−1
n

∫ 1

0
χn(u,w)dw − |g(u)|

∣∣∣∣ ≤ 2ϵ for all u ∈ Aϵ,

and thus∫
Aϵ

χn,ϵ(u, v)

∣∣∣∣t−1
n

∫ 1

0
χn(u,w)dw − |g(u)|

∣∣∣∣ du ≤ 2ϵ

∫
Aϵ

χn,ϵ(u, v)du. (3.31)

Consequently,∫
Aϵ

∣∣t−1
n χn(u, v)− |g(v)|χn,ϵ(u, v)

∣∣ du ≤ 3ϵ

∫
Aϵ

χn,ϵ(u, v)du by (3.29)–(3.31)

≤ 3
√
ϵ|g(v)| by (3.18). (3.32)

Combining (3.28) and (3.32), we obtain∫
Aϵ

|ζn(u)− ζn,ϵ(u)|du ≤ 3
√
ϵ

∫ 1

0
|g(u)|dQ(u). (3.33)

Next we bound the integral of |ζn,ϵ + gq| over Aϵ. From (3.21) and the definition of
ζn,ϵ we have

ζn,ϵ(u) + g(u)q(u) = −
∫ 1

0
χn,ϵ(u, v)[g(v)q(v)− g(u)q(u)]dv

for all u ∈ Aϵ, and thus∫
Aϵ

|ζn,ϵ(u) + g(u)q(u)|du ≤
∫
Aϵ

∫ 1

0
χn,ϵ(u, v)|g(v)q(v)− g(u)q(u)|dvdu. (3.34)

Define the function f : (0, 1) → R by f(u) := g(u)q(u). Since f ∈ L1(0, 1), there exists
(see e.g. Theorem 1.3.20 in Tao, 2011) a uniformly continuous function fϵ : (0, 1) → R
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such that ∥fϵ − f∥1 ≤ ϵ. Using the triangle inequality and Fubini’s theorem, we deduce
from (3.34) that∫

Aϵ

|ζn,ϵ(u) + g(u)q(u)|du ≤
∫ 1

0

∫
Aϵ

χn,ϵ(u, v)|fϵ(v)− f(v)|dudv

+

∫
Aϵ

∫ 1

0
χn,ϵ(u, v)|fϵ(u)− f(u)|dvdu

+

∫
Aϵ

∫ 1

0
χn,ϵ(u, v)|fϵ(v)− fϵ(u)|dvdu.

From (3.18) we have∫ 1

0

∫
Aϵ

χn,ϵ(u, v)|fϵ(v)− f(v)|dudv ≤ ϵ−1/2

∫ 1

0
|g(v)||fϵ(v)− f(v)|dv ≤

√
ϵ sup
v∈(0,1)

|g(v)|,

and from (3.21) we have∫
Aϵ

∫ 1

0
χn,ϵ(u, v)|fϵ(u)− f(u)|dvdu =

∫
Ac

|fϵ(v)− f(v)|dv ≤ ϵ.

Thus ∫
Aϵ

|ζn,ϵ(u) + g(u)q(u)|du ≤
√
ϵ sup
u∈(0,1)

|g(u)|+ ϵ

+

∫
Aϵ

∫ 1

0
χn,ϵ(u, v)|fϵ(v)− fϵ(u)|dvdu. (3.35)

The inequalities (3.27), (3.33), and (3.35) collectively establish the following fact:
For every ϵ ∈ (0, 1/2), there exists an integer Nϵ and a uniformly continuous function
fϵ : (0, 1) → R such that, for every n ≥ Nϵ, we have

∥ζn + gq∥1 ≤ 2

∫ 1

0
1(|g(u)| ≤ 3ϵ+

√
ϵ)|g(u)|dQ(u) + 2

∫ 2ϵ

0
|g(u)|dQ(u)

+ 2

∫ 1

1−2ϵ
|g(u)|dQ(u) + 3

√
ϵ

∫ 1

0
|g(u)|dQ(u) +

√
ϵ sup
u∈(0,1)

|g(u)|+ ϵ

+

∫
Aϵ

∫ 1

0
χn,ϵ(u, v)|fϵ(v)− fϵ(u)|dvdu.

The first six terms on the right-hand side of this inequality do not depend on n. Since

h(Q)q ∈ L1(0, 1) (established at the beginning of the proof) we know that
∫ 1
0 |g(u)|dQ(u) <

∞. Thus, by the monotone convergence theorem, the first four terms can be made ar-
bitrarily small by choosing ϵ sufficiently small. Since g is uniformly bounded, the fifth
term can also be made arbitrarily small by choosing ϵ sufficiently small. The sixth term
is simply ϵ. If we can show that the seventh and final term converges to zero as n→ ∞
for every ϵ ∈ (0, 1/2) then we are done.

Fix arbitrary real numbers η > 0 and ϵ ∈ (0, 1/2). Since fϵ is uniformly continuous,
there exists a positive real number κϵ,η such that

|fϵ(v)− fϵ(u)| ≤ η for all u, v ∈ (0, 1) such that |v − u| ≤ κϵ,η. (3.36)
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Define

Mϵ,η := inf{N ∈ N : tn|g(u)| ≤ κϵ,η for all n ≥ N, u ∈ (0, 1)}.

We have Mϵ,η <∞ because g is uniformly bounded and tn → 0. We deduce from (3.10)
that

|v − u| ≤ κϵ,η for all n ≥Mϵ,η and u, v ∈ (0, 1) such that χn(u, v) ̸= 0. (3.37)

The definition of χn,ϵ implies that χn,ϵ(u, v) = 0 whenever χn(u, v) = 0. Therefore, for
all n ≥Mϵ,η, we have∫

Aϵ

∫ 1

0
χn,ϵ(u, v)|fϵ(v)− fϵ(u)|dvdu ≤ η

∫
Aϵ

∫ 1

0
χn,ϵ(u, v)dvdu by (3.36) and (3.37)

= η

∫
Aϵ

1du ≤ η by (3.21).

Since η may be chosen arbitrarily small, we are done. □

4. The quantile process

Following some preliminary discussion in Section 4.1, we will establish in Section 4.2
that Property Q is sufficient for convergence in distribution of the quantile process in
L1(0, 1) and justifies the use of the bootstrap. The necessity of Property Q is established
in Section 4.3.

4.1. Preliminary discussion. Let (Ω,F ,P) be a probability space, and (Xn) a se-
quence of random variables Xn : Ω → R. Assume the sequence (Xn) to be iid with cdf
F ∈ D(−∞,∞), and define Q := F−1. For each n ∈ N let Fn : Ω → D(−∞,∞) be the
map defined by

Fn(x) =
1

n

n∑
i=1

1(Xi ≤ x) for all x ∈ R.

We follow the notational convention of writing Fn(x) with x ∈ R, rather than Fn(ω)
with ω ∈ Ω, while simultaneously regarding Fn to be a map from Ω into D(−∞,∞).
For each n ∈ N the generalized inverse Qn := F−1

n may be viewed as a map from Ω into
L1(0, 1). Again as a matter of notational convention, we will generally write Qn(u) with
u ∈ (0, 1) rather than Qn(ω) with ω ∈ Ω. The maps Fn and Qn are the usual empirical
cdf and empirical quantile function for the random variables X1, . . . , Xn, viewed as maps
from Ω into D(−∞,∞) and L1(0, 1) respectively.

To define bootstrap counterparts to Fn and Qn we introduce a second probability
space (Ω′,F ′,P′) on which bootstrap weights will be defined, and define the product
probability space (Ω̄, F̄ , P̄) as in (2.1). For simplicity, and because resampling procedures
are not the primary focus of this article, we confine attention to the Efron bootstrap.
For each n ∈ N, let Wn,1, . . . ,Wn,n be random variables on Ω′ which take values only in
{0, 1, . . . , n} and whose sum is equal to n. Each n-tuple (Wn,1, . . . ,Wn,n) is assumed to
have the multinomial distribution based on n draws from the categories 1, . . . , n, with
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equal probability assigned to each category. For each n ∈ N let F ∗
n : Ω̄ = Ω × Ω′ →

D(−∞,∞) be the map defined by

F ∗
n(x) =

1

n

n∑
i=1

Wn,i1(Xi ≤ x) for all x ∈ R.

We regard the generalized inverse Q∗
n := F ∗−1

n to be a map from Ω̄ into L1(0, 1). The
maps F ∗

n and Q∗
n may be understood to be Efron bootstrap counterparts to Fn and Qn.

The maps Qn and Q∗
n are L1(0, 1)-valued random variables in the sense of Definition

2.1. We provide further discussion of this detail in Appendix A. As a general rule, the
resolution of questions of measurability arising in this section or in Section 5 is deferred
to Appendix A.

We refer to
√
n(Qn − Q) as the quantile process. If Q ∈ L1(0, 1), which must be

the case if Q has Property Q, then the quantile process is an L1(0, 1)-valued random
variable. In Section 4.2 we will establish that if Q has Property Q then the quantile
process converges in distribution to an L1(0, 1)-valued random variable Q constructed
from a Q-integrable Brownian bridge.

Definition 4.1 (Brownian bridge and Q-integrable Brownian bridge). We say that a
map B : Ω× [0, 1] → R is a Brownian bridge if:

(a) B(·, u) is a random variable on Ω for each u ∈ [0, 1].
(b) B(ω, ·) is continuous on [0, 1] for each ω ∈ Ω.
(c) B(ω, 0) = B(ω, 1) = 0 for each ω ∈ Ω.
(d) For each d ∈ N and each d-tuple (u1, . . . , ud) of distinct points in [0, 1], the Rd-

valued random variable (B(·, u1), . . . , B(·, ud)) on Ω is multivariate normal with
zero mean and covariances given by∫

Ω
B(ω, ui)B(ω, uj)dP(ω) = ui(1− uj), i, j ∈ {1, . . . , d}.

If a Brownian bridge satisfies the additional property

(e)
∫ 1
0 |B(ω, u)|dQ(u) <∞ for each ω ∈ Ω,

then we say that it is a Q-integrable Brownian bridge.

The following result, established in Csörgő, Horváth, and Shao (1993), identifies a
necessary and sufficient condition on Q such that any Brownian bridge may be made
Q-integrable by modifying it on a set of probability zero.6

Lemma 4.1. Let B : Ω× [0, 1] → R be a Brownian bridge. Then∫ 1

0
|B(ω, u)|dQ(u) <∞ for P-a.e. ω ∈ Ω

if and only if Q satisfies (1.1).

In what follows we will write B(u) rather than B(·, u), suppressing the first argument.

6Lemma 4.1 is obtained by applying Theorem 2.1 in Csörgő, Horváth, and Shao (1993) with ξ a Brownian
bridge and µ the Lebesgue-Stieltjes measure generated by Q. Condition (2.14) of Theorem 2.1 is satisfied
with r = 2 and C = 2/π because the square of the first absolute moment of a normal random variable
with mean zero and variance σ2 is 2σ2/π.
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4.2. Sufficiency of Property Q. In this section we establish the following result.

Theorem 4.1. Assume that Q has Property Q, and let q be a density for Q. Let
B : Ω × [0, 1] → R be a Q-integrable Brownian bridge, and let Q : Ω → L1(0, 1) be
defined by

Q(u) = −q(u)B(u) for all u ∈ (0, 1).

Then
√
n(Qn − Q) is an L1(0, 1)-valued random variable on Ω for each n, Q is an

L1(0, 1)-valued random variable on Ω, and
√
n(Qn −Q)⇝ Q in L1(0, 1). (4.1)

Moreover,
√
n(Q∗

n − Qn) is an L1(0, 1)-valued random variable on Ω̄ for each n, and
(Q∗

n) is a bootstrap version in probability of (Qn) w.r.t. the convergence in (4.1).

We will prove Theorem 4.1 by applying Theorem 2.1, i.e. the delta method. Any appli-
cation of the delta method requires a probabilistic ingredient and an analytic ingredient.
Our analytic ingredient is the quasi-Hadamard differentiability of the generalized inverse
map supplied by Theorem 3.1. Our probabilistic ingredient is supplied by Lemma 4.2
below. The proof consists mostly of references to prior work. We refer to arguments
given in Báıllo, Cárcamo, and Mora-Corral (2024) for the part of Lemma 4.2 concern-
ing the bootstrap, but the result seems to be long known; see e.g. Remark 2.5 in Giné
and Zinn (1990). The part of Lemma 4.2 not concerning the bootstrap is essentially
contained in Theorem 2.1(a) in del Barrio, Giné, and Matrán (1999).

Lemma 4.2. Assume that Q satisfies (1.1), and let B : Ω× [0, 1] → R be a Q-integrable
Brownian bridge. Let F : Ω → D(−∞,∞) be defined by

F (x) = B(F (x)) for all x ∈ R.

Then
√
n(Fn − F ) is a D1(−∞,∞)-valued random variable on Ω for each n, F is a

D1(−∞,∞)-valued random variable on Ω, and
√
n(Fn − F )⇝ F in D1(−∞,∞). (4.2)

Moreover,
√
n(F ∗

n − Fn) is a D1(−∞,∞)-valued random variable on Ω̄ for each n, and
(F ∗

n) is almost surely a bootstrap version of (Fn) w.r.t. the convergence in (4.2).

Proof. For each n ∈ N we have F ∗
n(x) = Fn(x) = 0 for all sufficiently large negative x

and F ∗
n(x) = Fn(x) = 1 for all sufficiently large positive x. Thus

√
n(F ∗

n − Fn) takes
values only in D1(−∞,∞). Since Q ∈ L1(0, 1),

√
n(Fn − F ) also takes values only in

D1(−∞,∞). And since B is Q-integrable, F also takes values only in D1(−∞,∞). The
measurability requirements for

√
n(Fn − F ),

√
n(F ∗

n − Fn), and F to be D1(−∞,∞)-
valued random variables are satisfied; we defer discussion of this matter to Appendix
A.

Theorem 2.1(a) in del Barrio, Giné, and Matrán (1999) establishes that
√
n(Fn − F )⇝ F in L1(−∞,∞). (4.3)

Therefore, by Definition 2.2, for every bounded and Lipschitz continuous function f :
L1(−∞,∞) → R we have

Ef
(√
n(Fn − F )

)
→ Ef(F ), (4.4)
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where we write E for the expected value under P. Now choose any bounded and Lip-
schitz continuous function g : D1(−∞,∞) → R. By the theorem in Section M9 in
Billingsley (1999, pp. 242–3), there exists a bounded and Lipschitz continuous function
f : L1(−∞,∞) → R which coincides with g on D1(−∞,∞). Thus (4.4) holds with f
replaced by g. Consequently, we may appeal to the equivalence of (f) and (g) in Theorem
A.3 in Beutner and Zähle (2016), a version of the portmanteau theorem, to deduce that
(4.2) is satisfied.

It remains to show that (F ∗
n) is almost surely a bootstrap version of (Fn) w.r.t. the

convergence in (4.2). It is shown on pp. 5–8 of the online appendix to Báıllo, Cárcamo,
and Mora-Corral (2024) that (F ∗

n) is almost surely a bootstrap version of (Fn) w.r.t. the
convergence in (4.3). That the latter property of (F ∗

n) implies the former may be shown
by applying the portmanteau theorem as above. □

Proof of Theorem 4.1. We assume that the random variablesX1, X2, . . . take values only
in [αF , βF ], where αF and βF are defined as in (3.2). This assumption is made without
loss of generality because P{ω ∈ Ω : αF ≤ Xi(ω) ≤ βF for all i ∈ N} = 1.

We will apply Theorem 2.1 with V = D(−∞,∞), E = D1(−∞,∞), Ẽ = L1(0, 1),
E0 = TF , f = ϕ, Vf = DF , θ = F , θn = Fn, θ

∗
n = F ∗

n , ξ = F , and an =
√
n, where TF ,

ϕ, and DF are defined in Section 3. Thus the requirement in Theorem 2.1 that Ẽ and
E0 are separable is met, and E is also separable. The requirement that E0 belongs to
the ball σ-algebra on E is verified in Lemma A.1. The requirement that θ ∈ Vf is met
because Q ∈ L1(0, 1). The requirement that θn and θ∗n take values only in Vf is met
because Qn and Q∗

n take values only in L1(0, 1) and because of the assumption in the
previous paragraph.

Conditions (a), (b), (c), (d), (e), and (f) of Theorem 2.1 are met for the following
reasons. Conditions (a) and (f) follow from Lemma 4.2. Conditions (c) and (d) follow
from Theorem 3.1. Conditions (b) and (e) are satisfied because Qn and Q∗

n are L1(0, 1)-
valued random variables, as discussed in Appendix A.

Theorem 2.1 delivers the assertions of Theorem 4.1. Note that ϕ̇F (F ) = Q. □

4.3. Necessity of Property Q. In this section we establish the following result.

Theorem 4.2. Assume that Q ∈ L1(0, 1), and that there exists an L1(0, 1)-valued ran-
dom variable Z such that

√
n(Qn −Q)⇝ Z in L1(0, 1). Then Q has Property Q.

To prove Theorem 4.2 we will apply the following lemma, which collects together two
results proved in del Barrio, Giné, and Matrán (1999).

Lemma 4.3. Assume that Q ∈ L1(0, 1), and for each n ∈ N define

ζn :=
√
n

∫ ∞

−∞
|Fn(x)− F (x)|dx.

Let B : Ω× [0, 1] → R be a Brownian bridge. Then:

(i) (ζn) is stochastically bounded if and only if Q satisfies (1.1).
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(ii) If Q satisfies (1.1) then

lim
n→∞

Eζ2n = E
(∫ 1

0
|B(u)|dQ(u)

)2

<∞,

which implies that (ζn) is uniformly integrable.

Proof. Part (i) is Theorem 2.1(b) in del Barrio, Giné, and Matrán (1999). The equality
in part (ii) is Theorem 2.4(a) in del Barrio, Giné, and Matrán (1999) with p = r = 2.
Finiteness of the limit follows from the fact that

E
(∫ 1

0
|B(u)|dQ(u)

)2

=

∫ 1

0

∫ 1

0
E|B(u)B(v)|dQ(u)dQ(v)

≤
∫ 1

0

∫ 1

0

√
(EB(u)2) (EB(v)2)dQ(u)dQ(v)

=

(∫ 1

0

√
u(1− u)dQ(u)

)2

<∞.

Since the limit is finite, uniform integrability of (ζn) follows from the usual argument
with Liapounov’s inequality. □

We also use the following lemma in our proof of Theorem 4.2. It may be understood
heuristically by visualizing a graph of F and G and mentally rotating it by 90 degrees.

Lemma 4.4. Let F and G be cdfs, and a and b real numbers with 0 < a < b < 1. Then∫ b

a
|F−1(u)−G−1(u)|du ≥

∫ F−1(b)∧G−1(b)

F−1(a)∨G−1(a)
|F (x)−G(x)|dx,

and

∫ 1

0
|F−1(u)−G−1(u)|du =

∫ ∞

−∞
|F (x)−G(x)|dx.

Proof. First observe that for each x ∈ R,

|F (x)−G(x)| =
∫ 1

0
|1(F (x) ≥ u)− 1(G(x) ≥ u)|du, (4.5)

and for each u ∈ (0, 1),

|F−1(u)−G−1(u)| =
∫ ∞

−∞
|1(x ≥ F−1(u))− 1(x ≥ G−1(u))|dx. (4.6)

Further observe that∫ F−1(b)∧G−1(b)

F−1(a)∨G−1(a)
|F (x)−G(x)|dx

=

∫ ∞

−∞
1(F−1(a) ≤ x < F−1(b))1(G−1(a) ≤ x < G−1(b))|F (x)−G(x)|dx

=

∫ ∞

−∞
1(a ≤ F (x) < b)1(a ≤ G(x) < b)|F (x)−G(x)|dx,

using Lemma B.1(i) to obtain the last equality. Now we apply (4.5) to obtain
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F−1(a)∨G−1(a)
|F (x)−G(x)|dx

=

∫ ∞

−∞

∫ 1

0
1(a ≤ F (x) < b)1(a ≤ G(x) < b)|1(F (x) ≥ u)− 1(G(x) ≥ u)|dudx.

For each x ∈ R and u ∈ (0, 1) such that 1(G(x) ≥ u) ̸= 1(F (x) ≥ u), one of the two
values F (x) and G(x) is no less than u, and the other less than u. Thus the inequalities
a ≤ F (x) < b and a ≤ G(x) < b together imply that a ≤ u < b. Consequently,∫ F−1(b)∧G−1(b)

F−1(a)∨G−1(a)
|F (x)−G(x)|dx ≤

∫ ∞

−∞

∫ b

a
|1(F (x) ≥ u)− 1(G(x) ≥ u)|dudx.

The first assertion of Lemma 4.4 follows from the previous inequality by applying Fubini’s
theorem and (4.6). The second assertion follows from an obvious modification to the
preceding argument. □

We require one further lemma for our proof of Theorem 4.2. It will also be used in
Section 5 to prove Theorem 5.2.

Lemma 4.5. Assume that Q satisfies (1.1), and let B : Ω× [0, 1] → R be a Q-integrable
Brownian bridge. Let a and b be continuity points of Q with 0 < a < b < 1. Then

lim inf
n→∞

E
√
n

∫ b

a
|Qn(u)−Q(u)|du ≥ E

∫
[a,b)

|B(u)|dQ(u).

Proof. By applying the first assertion of Lemma 4.4 we find that, for each n ∈ N,∫ b

a
|Qn(u)−Q(u)|du ≥

∫ Qn(b)∧Q(b)

Qn(a)∨Q(a)
|Fn(x)− F (x)|dx

≥
∫ Q(b)

Q(a)
|Fn(x)− F (x)|dx−

∫ Qn(a)∨Q(a)

Qn(a)∧Q(a)
|Fn(x)− F (x)|dx

−
∫ Qn(b)∨Q(b)

Qn(b)∧Q(b)
|Fn(x)− F (x)|dx. (4.7)

By Lemma 4.2 and the continuous mapping theorem, and by applying Lemma B.2,

√
n

∫ Q(b)

Q(a)
|Fn(x)− F (x)|dx⇝

∫
[a,b)

|B(u)|dQ(u) in R. (4.8)

For each n ∈ N and each c ∈ {a, b} we have

√
n

∫ Qn(c)∨Q(c)

Qn(c)∧Q(c)
|Fn(x)− F (x)|dx ≤ |Qn(c)−Q(c)| · sup

x∈R

√
n|Fn(x)− F (x)|.

The sequence of random variables supx∈R
√
n|Fn(x)− F (x)|, n ∈ N, converges in distri-

bution in R by Donsker’s theorem. Moreover, since a and b are continuity points of Q,
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Lemma 21.2 in van der Vaart (1998) and the Glivenko-Cantelli theorem together imply
that Qn(c) → Q(c) a.s. Thus, by the Slutsky theorem, for each c ∈ {a, b} we have

√
n

∫ Qn(c)∨Q(c)

Qn(c)∧Q(c)
|Fn(x)− F (x)|dx⇝ 0 in R. (4.9)

In view of the uniform integrability condition established in Lemma 4.3(ii), the state-
ments of convergence in distribution in (4.8) and (4.9) imply statements of convergence
in mean:

E
√
n

∫ Q(b)

Q(a)
|Fn(x)− F (x)|dx→ E

∫
[a,b)

|B(u)|dQ(u) (4.10)

and E
√
n

∫ Qn(c)∨Q(c)

Qn(c)∧Q(c)
|Fn(x)− F (x)|dx→ 0 for each c ∈ {a, b}. (4.11)

By combining (4.7), (4.10), and (4.11), we obtain the assertion of Lemma 4.5. □

Proof of Theorem 4.2. The assumed convergence in distribution in L1(0, 1) implies, via

the continuous mapping theorem, that the sequence
√
n
∫ 1
0 |Qn(u) −Q(u)|du, n ∈ N, is

stochastically bounded. In view of the second assertion of Lemma 4.4, this is precisely
the sequence (ζn) defined in Lemma 4.3. Thus Lemma 4.3(i) establishes that Q satisfies
(1.1).

Let B : Ω × [0, 1] → R be a Q-integrable Brownian bridge, noting that, by Lemma
4.1 and the fact that Q satisfies (1.1), any Brownian bridge may be made Q-integrable
by modifying it on a set of probability zero. We assume without loss of generality that
the L1(0, 1)-valued random variable Z appearing in the statement of Theorem 4.2 has
domain Ω. Our assumption that

√
n(Qn−Q)⇝ Z in L1(0, 1) implies, via the continuous

mapping theorem, that for every a, b ∈ [0, 1] with a < b we have

√
n

∫ b

a
|Qn(u)−Q(u)|du⇝

∫ b

a
|Z (u)|du in R.

Lemma 4.3(ii) and the second assertion of Lemma 4.4 together imply that the sequence

of random variables
√
n
∫ b
a |Qn(u) − Q(u)|du, n ∈ N, is uniformly integrable. Thus we

deduce from the last statement of convergence in distribution that

E
√
n

∫ b

a
|Qn(u)−Q(u)|du→ E

∫ b

a
|Z (u)|du <∞ for all a, b ∈ [0, 1], a < b. (4.12)

We next establish that

E
∫ b

a
|Z (u)|du ≥ E

∫
[a,b]

|B(u)|dQ(u) for all a, b ∈ (0, 1), a < b. (4.13)

Fix a, b ∈ (0, 1) with a < b. Since Q is monotone, it has at most countably many
discontinuities. Thus we may choose an increasing sequence (ak) of continuity points of
Q converging to a, and a decreasing sequence (bk) of continuity points of Q converging

to b. We have E
∫ 1
0 |Z (u)|du < ∞ as a consequence of (4.12). This justifies using the
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dominated convergence theorem to write

E
∫ b

a
|Z (u)|du = lim

k→∞
E
∫ bk

ak

|Z (u)|du. (4.14)

We have E
∫ 1
0 |B(u)|dQ(u) <∞ by Lemma 4.3(ii) because Q satisfies (1.1). This justifies

using the dominated convergence theorem to write

E
∫
[a,b]

|B(u)|dQ(u) = lim
k→∞

E
∫
[ak,bk)

|B(u)|dQ(u). (4.15)

Since each ak and bk is a continuity point of Q, Lemma 4.5 and (4.12) together imply
that

lim
k→∞

E
∫ bk

ak

|Z (u)|du ≥ lim
k→∞

E
∫
[ak,bk)

|B(u)|dQ(u). (4.16)

Taken together, (4.14), (4.15), and (4.16) establish that (4.13) is satisfied.

Finally we use (4.13) to show that Q is locally absolutely continuous. Let λ be
the Lebesgue measure on (0, 1), and let µQ be the Lebesgue-Stieltjes measure on (0, 1)
generated by Q. Fix η ∈ (0, 1/2), and let Iη be the collection of all finite unions of closed
intervals with endpoints in [η, 1 − η]. It is enough to show that the restriction of Q to
[η, 1 − η] is absolutely continuous. By definition, such absolute continuity is satisfied
if for every ϵ > 0 there exists δ > 0 such that µQ(A) ≤ ϵ for every A ∈ Iη such that
λ(A) ≤ δ.

Fix ϵ > 0, and let A be a set in Iη. Since A ⊆ [η, 1− η], and since u(1−u) ≥ η(1− η)
for each u ∈ [η, 1− η], we have

µQ(A) =

∫
A
1dQ(u) ≤ 1√

η(1− η)

∫
A

√
u(1− u)dQ(u). (4.17)

The square of the first absolute moment of a normal random variable with mean zero
and variance σ2 is 2σ2/π. Thus, by Fubini’s theorem,∫

A

√
u(1− u)dQ(u) =

√
π

2
E
∫
A
|B(u)|dQ(u). (4.18)

Since A is a finite union of closed intervals, by combining (4.13), (4.17), and (4.18) we
obtain

µQ(A) ≤
√

π

2η(1− η)
E
∫
A
|Z (u)|du.

Observe that, for each N ∈ N,

E
∫
A
|Z (u)|du = E

∫
A
1(|Z (u)| ≤ N)|Z (u)|du+ E

∫
A
1(|Z (u)| > N)|Z (u)|du

≤ Nλ(A) + E
∫ 1

0
1(|Z (u)| > N)|Z (u)|du.

By the dominated convergence theorem,

lim
N→∞

E
∫ 1

0
1(|Z (u)| > N)|Z (u)|du = 0.
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Thus there exists N0 ∈ N, not depending on A, such that

µQ(A) ≤
√

π

2η(1− η)
N0λ(A) + ϵ/2.

Now if we set

δ =

√
η(1− η)

2πN2
0

ϵ

then we have µQ(A) ≤ ϵ if λ(A) ≤ δ. This shows that the restriction of Q to [η, 1 − η]
is absolutely continuous. □

5. The P-P process

Following some preliminary discussion in Section 5.1, we will establish in Section 5.2
that local absolute continuity of the P-P curve is sufficient for convergence in distribution
of the P-P process in L1(0, 1) and justifies the use of the bootstrap. The necessity of
local absolute continuity is established in Section 5.3.

5.1. Preliminary discussion. In this section we deal with a sampling framework in
which samples are drawn from two populations. Let (Xn) and (Yn) be sequences of
random variables defined on a probability space (Ω,F ,P). Assume the two sequences to
be independent of one another, assume that (Xn) is iid with cdf F and quantile function
F−1, and assume that (Yn) is iid with cdf G and quantile function Q := G−1. Note that,
unlike Sections 3 and 4, Q does not denote the quantile function for F . We call the
composition R := F (Q) the P-P curve.

Until now we have regarded the cdf of a random variable to be a map from R into
[0, 1], and the corresponding quantile function to be a map from (0, 1) into R. We will
maintain this convention for G and Q; i.e. we have G : R → [0, 1] and Q : (0, 1) → R. It
will be more convenient to adopt a different convention for F and F−1. We will regard
the cdf F to be a map from [−∞,∞] into [0, 1], and define F−1 to be the map from [0, 1]
into [−∞,∞] given by F−1(u) = inf{y ∈ R : F (y) ≥ u} for u ∈ [0, 1]. Consistent with
our convention that Q has domain (0, 1), we regard the P-P curve R to be a map from
(0, 1) into [0, 1]. Thus R : (0, 1) → [0, 1] is defined by R(u) = F (Q(u)) for u ∈ (0, 1).

In Section 3 we defined D(−∞,∞) to be the vector space of all cádlág functions from
R into R. We similarly define D[−∞,∞] to be the vector space of all cádlág functions
from [−∞,∞] into R. Thus we have F ∈ D[−∞,∞] and G ∈ D(−∞,∞).

The P-P curve R will be estimated from two samples of possibly different sizes. We
introduce two nondecreasing maps nx : N → N and ny : N → N, to be interpreted as
sequences of sample sizes. For each n ∈ N define

an :=

√
nx(n)ny(n)

nx(n) + ny(n)
.

We assume throughout this section that as n→ ∞ we have an → ∞ and

ny(n)

nx(n) + ny(n)
→ ρ for some ρ ∈ [0, 1]. (5.1)

Note that our assumption implies that nx(n) → ∞ and ny(n) → ∞ as n→ ∞.
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For each n ∈ N let Fn : Ω → D[−∞,∞] and Gn : Ω → D(−∞,∞) be defined by

Fn(z) =
1

n

n∑
i=1

1(Xi ≤ z) for all z ∈ [−∞,∞]

and Gn(z) =
1

n

n∑
i=1

1(Yi ≤ z) for all z ∈ R.

We regard the generalized inverse Qn := G−1
n to be a map from Ω into L1(0, 1). Thus,

for each n ∈ N, Fn is the empirical cdf for X1, . . . , Xn, and Gn and Qn are the empirical
cdf and quantile function for Y1, . . . , Yn. For each n ∈ N we define Rn : Ω → L1(0, 1) by

Rn(u) = Fnx(n)

(
Qny(n)(u)

)
for all u ∈ (0, 1).

ThusRn provides an estimate ofR based on the samplesX1, . . . , Xnx(n) and Y1, . . . , Yny(n).
We call Rn the empirical P-P curve, and we call an(Rn − R) the P-P process. In what
follows we write nx and ny rather than nx(n) and ny(n), suppressing the dependence on
n.

Next we introduce a probability space (Ω′,F ′,P′) on which bootstrap weights will
be defined. For each n ∈ N, let Wn,1, . . . ,Wn,n and Vn,1, . . . , Vn,n be random variables
on Ω′ taking values only in {0, 1, . . . , n} and satisfying

∑n
i=1Wn,i = 1 and

∑n
i=1 Vn,i =

1. Each n-tuple (Wn,1, . . . ,Wn,n) and each n-tuple (Vn,1, . . . , Vn,n) is assumed to have
the multinomial distribution based on n draws from the categories 1, . . . , n, with equal
probability assigned to each category. Moreover, we assume that (Wn,1, . . . ,Wn,n) and
(Vn,1, . . . , Vn,n) are independent for each n ∈ N.

Define the product probability space (Ω̄, F̄ , P̄) := (Ω × Ω′,F ⊗ F ′,P ⊗ P′). For each
n ∈ N let F ∗

n : Ω̄ → D[−∞,∞] and G∗
n : Ω̄ → D(−∞,∞) be the maps defined by

F ∗
n(z) =

1

n

n∑
i=1

Wn,i1(Xi ≤ z) for all z ∈ [−∞,∞]

and G∗
n(z) =

1

n

n∑
i=1

Vn,i1(Yi ≤ z) for all z ∈ R.

We regard the generalized inverse Q∗
n := G∗−1

n to be a map from Ω̄ into L1(0, 1). The
maps F ∗

n , G
∗
n, and Q∗

n may be understood to be Efron bootstrap counterparts to Fn,
Gn, and Qn. For each n ∈ N we define R∗

n : Ω̄ → L1(0, 1) by

R∗
n(u) = F ∗

nx

(
Q∗

ny
(u)

)
for all u ∈ (0, 1).

The map R∗
n may be understood to be an Efron bootstrap counterpart to Rn. Both Rn

and R∗
n are L1(0, 1)-valued random variables; see Appendix A for further discussion of

this detail.

The vector spaces D(−∞,∞) and D[−∞,∞] have not been equipped with any norm.
In what follows we will regard D[−∞,∞] to be equipped with the uniform norm ∥h∥∞ :=
supz∈[−∞,∞]|h(z)|. This makes D[−∞,∞] a nonseparable normed space. Note that since

[−∞,∞] is compact, the requirement that each h ∈ D[−∞,∞] is càdlàg implies that
each h ∈ D[−∞,∞] is uniformly bounded.
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Our treatment of the P-P process will require us to work with products of normed
spaces. Given vector spaces V and W with norms ∥·∥V and ∥·∥W, we define V ⊗ W
to be the normed space formed by equipping the Cartesian product V × W with the
obvious notions of addition and scalar multiplication and the norm ∥(v, w)∥V⊗W :=
max{∥v∥V, ∥w∥W}.

5.2. Sufficiency of local absolute continuity. We will prove the following result.

Theorem 5.1. Assume that R is locally absolutely continuous, and let r be a density
for R. Let B1 : Ω× [0, 1] → R and B2 : Ω× [0, 1] → R be independent Brownian bridges.
Let R : Ω → L1(0, 1) be defined by

R(u) = ρ1/2B1(R(u))− (1− ρ)1/2r(u)B2(u) for all u ∈ (0, 1).

Then an(Rn−R) is an L1(0, 1)-valued random variable on Ω for each n, R is an L1(0, 1)-
valued random variable on Ω, and

an(Rn −R)⇝ R in L1(0, 1). (5.2)

Moreover, an(R
∗
n−Rn) is an L

1(0, 1)-valued random variable on Ω̄ for each n, and (R∗
n)

is a bootstrap version in probability of (Rn) w.r.t. the convergence in (5.2).

We will prove Theorem 5.1 by applying the delta method with a composition mapping.
Quasi-Hadamard differentiability of this mapping is established in Lemma 5.3 below.
The probabilistic ingredient for our application of the delta method is supplied by Lemma
5.1. It establishes that local absolute continuity of R is sufficient for the convergence
in distribution◦ of an(Fnx − F, F (Qny) − R) in D[−∞,∞] ⊗ L1(0, 1) and justifies a
corresponding bootstrap approximation.

Lemma 5.1. Assume that R is locally absolutely continuous, and let r be a density for
R. Let B1 : Ω × [0, 1] → R and B2 : Ω × [0, 1] → R be independent Brownian bridges.
Further introduce the following notation:

(a) θ is the vector (F,R) in D[−∞,∞]⊗ L1(0, 1).
(b) θn : Ω → D[−∞,∞]⊗ L1(0, 1) is defined by θn = (Fnx , F (Qny)).

(c) θ∗n : Ω̄ → D[−∞,∞]⊗ L1(0, 1) is defined by θ∗n = (F ∗
nx
, F (Q∗

ny
)).

(d) ξ1 : Ω → D[−∞,∞] is defined by ξ1(z) = ρ1/2B1(F (z)) for all z ∈ [−∞,∞].

(e) ξ2 : Ω → L1(0, 1) is defined by ξ2(u) = −(1− ρ)1/2r(u)B2(u) for all u ∈ (0, 1).

Then an(θn − θ) is a D[−∞,∞] ⊗ L1(0, 1)-valued random variable on Ω for each n,
ξ := (ξ1, ξ2) is a D[−∞,∞]⊗ L1(0, 1)-valued random variable on Ω, and

an(θn − θ)⇝◦ ξ in D[−∞,∞]⊗ L1(0, 1). (5.3)

Moreover, an(θ
∗
n − θn) is a D[−∞,∞]⊗ L1(0, 1)-valued random variable on Ω̄ for each

n, and (θ∗n) is a bootstrap version in outer probability of (θn) w.r.t. the convergence in
(5.3).

To prove Lemma 5.1, and also Theorem 5.2 below, we apply the following simple
lemma.
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Lemma 5.2. Let R̃ : (0, 1) → [0, 1] be the left-continuous version of R defined by

R̃(u) = sup
v∈(0,u)

R(v) for each u ∈ (0, 1).

For each n ∈ N, let Ỹn = F (Yn). Then (Ỹn) is iid with quantile function R̃.

Proof. Plainly (Ỹn) is iid, so it suffices to show that Ỹn has quantile function R̃. Let

U be a random variable uniformly distributed on (0, 1). To show that Ỹn has quantile

function R̃, it suffices to show that Ỹn and R̃(U) are equal in law. The functions R and

R̃ differ only at points at which R is not left-continuous. Thus R(u) = R̃(u) for a.e.

u ∈ (0, 1). Consequently R(U) and R̃(U) are equal in law. But R(U) = F (Q(U)), and

Q(U) is equal in law to Yn, so it must be the case that R̃(U) is equal in law to F (Yn),

which is Ỹn. □

Proof of Lemma 5.1. In this proof we will use the notation ζn := Fnx , ζ
∗
n := F ∗

nx
, ηn :=

F (Qny) and η∗n = F (Q∗
ny
). Thus θn = (ζn, ηn) and θ∗n = (ζ∗n, η

∗
n). We will separately

establish the following two facts:

(i) an(ζn − F ) is a D[−∞,∞]-valued random variable on Ω for each n, ξ1 is a
D[−∞,∞]-valued random variable on Ω, and

an(ζn − F )⇝◦ ξ1 in D[−∞,∞]. (5.4)

Moreover, an(ζ
∗
n − ζn) is a D[−∞,∞]-valued random variable on Ω̄ for each n,

and (ζ∗n) is a bootstrap version in outer probability of (ζn) w.r.t the convergence
in (5.4).

(ii) an(ηn − R) is an L1(0, 1)-valued random variable on Ω for each n, ξ2 is an
L1(0, 1)-valued random variable on Ω, and

an(ηn −R)⇝ ξ2 in L1(0, 1). (5.5)

Moreover, an(η
∗
n−ηn) is an L1(0, 1)-valued random variable on Ω̄ for each n, and

(η∗n)) is a bootstrap version in probability of (ηn) w.r.t the convergence in (5.5).

Proving (i) and (ii) suffices to prove Lemma 5.1 due to the independence of an(ζn − F )
and an(ηn −R) for each n, and the independence of ξ1 and ξ2.

First we prove (i). This is almost immediate from classical results. The maps ζn, ζ
∗
n,

and ξ1 are D[−∞,∞]-valued random variables7 for reasons discussed on pp. 89–90 in
Pollard (1984); see also our discussion in Appendix A. Theorem 11 on p. 97 in Pollard
(1984), a version of Donsker’s theorem, establishes that

√
nx(ζn − F )⇝◦ B1(F ) in D[−∞,∞]. (5.6)

Since an/
√
nx → ρ1/2 and ξ1 = ρ1/2B1(F ), we now obtain (5.4) by an application of

Slutsky’s theorem; see e.g. Beutner and Zähle (2018, pp. 15–6).

Theorem 3.7.1 in van der Vaart and Wellner (2023) establishes that (ζ∗n) is a bootstrap
version in outer probability of (ζn) w.r.t the convergence in (5.6). To show that this
implies the same to be true w.r.t. the convergence in (5.4) we argue as follows. Choose

7Note that under Definition 2.1 a D[−∞,∞]-valued random variable is required to be ball measurable
but need not be Borel measurable.



CONVERGENCE IN DISTRIBUTION OF QUANTILE AND P-P PROCESSES 31

any f ∈ BL◦
1, where BL◦

1 is defined as in Section 2.1 with E = D[−∞,∞]. For each
n ∈ N we have an/

√
nx ∈ (0, 1), and may therefore define fn ∈ BL◦

1 by

fn(h) = f

(
an√
nx
h

)
, h ∈ D[−∞,∞].

Then, writing E and E′ for the expected values under P and P′ respectively, for each
n ∈ N we have

E′f (an(ζ
∗
n − ζn))− Ef (an(ζn − F )) = E′fn (

√
nx(ζ

∗
n − ζn))− Efn (

√
nx(ζn − F ))

everywhere on Ω. Consequently

sup
f∈BL◦

1

∣∣E′f (an(ζ
∗
n − ζn))− Ef (an(ζn − F ))

∣∣
≤ sup

f∈BL◦
1

∣∣E′f (
√
nx(ζ

∗
n − ζn))− Ef (

√
nx(ζn − F ))

∣∣
everywhere on Ω. Viewed as a map from Ω into R, the right-hand side of the last
inequality converges in outer probability to zero because (ζ∗n) is a bootstrap version in
outer probability of (ζn) w.r.t the convergence in (5.6). Therefore, (ζ∗n) is also a bootstrap
version in outer probability of (ζn) w.r.t the convergence in (5.4). This proves (i).

Next we prove (ii). Define the sequence of random variables (Ỹn) as in Lemma 5.2.

Since R is continuous, Lemma 5.2 establishes that (Ỹn) is an iid sequence of random

variables with quantile function R. For each n ∈ N, define Q̃n and Q̃∗
n just as we

defined Qn and Q∗
n in Section 5.1, but with the random variables (Y1, . . . , Yn) replaced

by (Ỹ1, . . . , Ỹn). Let Q̃ : Ω → L1(0, 1) be the map defined by Q̃(u) = −r(u)B2(u) for
all u ∈ (0, 1). Note that rB2 takes values in L1(0, 1) because B2 has uniformly bounded
sample paths and because r is integrable due to the uniform boundedness of R. Theorem
4.1 establishes that Q̃n, Q̃

∗
n, and Q̃ are L1(0, 1)-valued random variables, that
√
n(Q̃n −R)⇝ Q̃ in L1(0, 1), (5.7)

and that (Q̃∗
n) is a bootstrap version in probability of (Q̃n) w.r.t. the convergence in

(5.7).

Now observe that ηn = Q̃ny and η∗n = Q̃∗
ny
. We deduce immediately that ηn and η∗n

are L1(0, 1)-valued random variables, that
√
ny(ηn −R)⇝ Q̃ in L1(0, 1), (5.8)

and that (η∗n) is a bootstrap version in probability of (ηn) w.r.t. the convergence in

(5.8). Since an/
√
ny → (1 − ρ)1/2 and ξ2 = (1 − ρ)1/2Q̃, we obtain (5.5) from (5.8) by

an application of Slutsky’s theorem. We may show that (η∗n) is a bootstrap version in
probability of (ηn) w.r.t. the convergence in (5.5) using a simple argument with bounded
Lipschitz functions, as we did in our proof of (i). Thus (ii) is also proved. □

Our next task is to establish quasi-Hadamard differentiability of a suitable composition
mapping. Care is needed to deal with the fact that distinct Borel measurable and
integrable functions on (0, 1) are equal as vectors in L1(0, 1) if they differ only on a null
set. Given a Borel set A ⊆ R and a Borel measurable and uniformly bounded function
g : A→ R, and given a Borel measurable function f : (0, 1) → R such that f(u) ∈ A for
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a.e. u ∈ (0, 1), we will denote by g ◦ f any Borel measurable function from (0, 1) into R
satisfying

[g ◦ f ](u) = g(f(u)) for a.e. u ∈ f−1A.

Such a function always exists; for instance we may set g ◦ f = g(f) on f−1A and
g ◦ f = 0 elsewhere. Moreover, any such function is essentially bounded, and any two
such functions differ only on a null set. Thus we may understand g◦f to denote a unique
vector in L1(0, 1), with this vector being unaffected by modifications to the function f
on a null set.

Let ran(F ) be the range of F , and define the sets

LF :=
{
h ∈ L1(0, 1) : h(u) ∈ ran(F ) for a.e. u ∈ (0, 1)

}
and SF := {h ∈ D[−∞,∞] : h = g(F ) for some g ∈ C[0, 1]} ,

with the latter set constituting a subspace of D[−∞,∞]. Let ψ : D[−∞,∞] × LF →
L1(0, 1) be the map defined by ψ(g, h) = g(F−1)◦h. Note that g(F−1)◦h validly defines
a unique vector in L1(0, 1) because g(F−1) is a Borel measurable and uniformly bounded
function on [0, 1] and h(u) ∈ [0, 1] for a.e. u ∈ (0, 1).

Lemma 5.3. Let θ2 ∈ LF . Then ψ is quasi-Hadamard differentiable at θ := (F, θ2)

tangentially to (SF ⊗L1(0, 1))⟨D[−∞,∞]⊗L1(0, 1)⟩. Its quasi-Hadamard derivative ψ̇θ :

SF ⊗L1(0, 1) → L1(0, 1) is given by ψ̇θ(g, h) = g(F−1) ◦ θ2+h. The last equality defines

a continuous, linear, and ball measurable extension of ψ̇θ to all of D[−∞,∞]⊗L1(0, 1).

Proof. The map (g, h) 7→ g(F−1) ◦ θ2 + h from D[−∞,∞] ⊗ L1(0, 1) into L1(0, 1) is
plainly linear, and is continuous because

∥g(F−1) ◦ θ2 + h∥1 ≤ ∥g(F−1) ◦ θ2∥1 + ∥h∥1 ≤ ∥g∥∞ + ∥h∥1
for all (g, h) ∈ D[−∞,∞] ⊗ L1(0, 1). Thus this map defines a continuous and linear
extension of our posited quasi-Hadamard derivative to all of D[−∞,∞]⊗L1(0, 1). Ball
measurability of the extension follows from Lemma A.2.

For the remainder of the proof we fix vectors g ∈ SF and h ∈ L1(0, 1), a vanishing
sequence (tn) of positive real numbers, a sequence (gn) of vectors in D[−∞,∞] such that
∥gn − g∥∞ → 0, and a sequence (hn) of vectors in L

1(0, 1) such that θ2 + tnhn ∈ LF for
each n and ∥hn − h∥1 → 0. Our task is to show that∥∥∥∥ψ(F + tngn, θ2 + tnhn)− ψ(F, θ2)

tn
− g(F−1) ◦ θ2 − h

∥∥∥∥
1

→ 0. (5.9)

From the definition of ψ we have

ψ(F + tngn, θ2 + tnhn) = F (F−1) ◦ (θ2 + tnhn) + tngn(F
−1) ◦ (θ2 + tnhn)

and ψ(F, θ2) = F (F−1) ◦ θ2.
Since θ2(u) ∈ ran(F ) and θ2(u) + tnhn(u) ∈ ran(F ) for a.e. u ∈ (0, 1), Lemma B.1(ii)
implies that

F (F−1) ◦ (θ2 + tnhn) = θ2 + tnhn and F (F−1) ◦ θ2 = θ2. (5.10)

The norm in (5.9) is therefore equal to∥∥hn + gn(F
−1) ◦ (θ2 + tnhn)− g(F−1) ◦ θ2 − h

∥∥
1
,
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which is easily seen to be bounded by

∥hn − h∥1 +
∥∥(gn(F−1)− g(F−1)) ◦ (θ2 + tnhn)

∥∥
1

+
∥∥g(F−1) ◦ (θ2 + tnhn)− g(F−1) ◦ θ2

∥∥
1
. (5.11)

We seek to show that the three terms in (5.11) converge to zero as n→ ∞. For the first
term, this is true by construction. For the second term, it is true since ∥gn − g∥∞ → 0.
For the third term, observe that since g ∈ SF there exists f ∈ C[0, 1] such that g = f(F ).
Consequently, using (5.10) again, the third term in (5.11) satisfies∥∥g(F−1) ◦ (θ2 + tnhn)− g(F−1) ◦ θ2

∥∥
1
= ∥f ◦ (θ2 + tnhn)− f ◦ θ2∥1 .

Thus it remains only to show that

∥f ◦ (θ2 + tnhn)− f ◦ θ2∥1 → 0. (5.12)

Fix ϵ > 0. Since f is uniformly continuous, there exists δ > 0 such that |f(u)−f(v)| ≤
ϵ/2 for all u, v ∈ [0, 1] satisfying |u− v| ≤ δ. Consequently∫ 1

0
1(|tnhn(u)| ≤ δ)|f(θ2(u) + tnhn(u))− f(θ2(u))|du ≤ ϵ/2. (5.13)

Moreover, we have∫ 1

0
1(|tnhn(u)| > δ)|f(θ2(u) + tnhn(u))− f(θ2(u))|du

≤ δ−1tn

∫ 1

0
|hn(u)||f(θ2(u) + tnhn(u))− f(θ2(u))|du

by Chebyshev’s inequality. The upper bound converges to zero since f is uniformly
bounded, ∥hn − h∥1 → 0, h ∈ L1(0, 1), and tn → 0. Thus∫ 1

0
1(|tnhn(u)| > δ)|f(θ2(u) + tnhn(u))− f(θ2(u))|du ≤ ϵ/2 (5.14)

for all sufficiently large n. Combining (5.13) and (5.14) and noting that ϵ may be chosen
arbitrarily small verifies (5.12). □

We note in passing that the proof of Lemma 5.3 establishes that ψ is Hadamard
differentiable (in the sense of van der Vaart, 1998, ch. 20) at θ tangentially to SF ⊗
L1(0, 1). The additional generality afforded by quasi-Hadamard differentiability is not
needed here, but was critical to our treatment of the generalized inverse mapping in
Section 3.

One further lemma is required for our proof of Theorem 5.1.

Lemma 5.4. For each n ∈ N we have:

(i) Fn(F
−1(F (z))) = Fn(z) for all z ∈ [−∞,∞] a.s.

(ii) F ∗
n(F

−1(F (z))) = F ∗
n(z) for all z ∈ [−∞,∞] a.s.

Proof. Let x1, . . . , xn be real numbers satisfying F−1(F (xi)) = xi for all i. Then

1

n

n∑
i=1

1
(
xi ≤ F−1(F (z))

)
=

1

n

n∑
i=1

1
(
F−1(F (xi)) ≤ F−1(F (z))

)
for all z ∈ [−∞,∞].
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By Lemma B.1(i), F−1(F (xi)) ≤ F−1(F (z)) if and only if F (xi) ≤ F (F−1(F (z))). And
by Lemma B.1(ii), F (F−1(F (z))) = F (z). Thus we obtain

1

n

n∑
i=1

1
(
xi ≤ F−1(F (z))

)
=

1

n

n∑
i=1

1 (F (xi) ≤ F (z)) for all z ∈ [−∞,∞].

By Lemma B.1(i), F (xi) ≤ F (z) if and only if F−1(F (xi)) ≤ z. Thus, using the equality
F−1(F (xi)) = xi, we obtain

1

n

n∑
i=1

1
(
xi ≤ F−1(F (z))

)
=

1

n

n∑
i=1

1 (xi ≤ z) for all z ∈ [−∞,∞].

If each xi is replaced with Xi then the last equality becomes Fn(F
−1(F (z))) = Fn(z).

Thus claim (i) follows from the fact that F−1(F (Xi)) = Xi for all i ∈ N a.s., a conse-
quence of Lemma B.1(iv). An obvious modification to the preceding argument estab-
lishes claim (ii). □

Proof of Theorem 5.1. We assume that Fn(F
−1(F )) = Fn everywhere on Ω and that

F ∗
n(F

−1(F )) = F ∗
n everywhere on Ω̄ for all n ∈ N. This assumption is made without loss

of generality because, by Lemma 5.4, it amounts to excluding a zero probability subset
of Ω̄.

We will apply Theorem 2.1 with V = E = D[−∞,∞]⊗ L1(0, 1), E0 = SF ⊗ L1(0, 1),

Ẽ = L1(0, 1), f = ψ, and Vf = D[−∞,∞]×LF , and with θ, θn, θ
∗
n, and ξ defined as in

Lemma 5.1. The requirement that Ẽ and E0 are separable is thus met. The requirement
that E0 belongs to the ball σ-algebra on E is verified in Lemma A.3. The requirement
that θ ∈ Vf is met because R(u) ∈ ran(F ) for all u ∈ (0, 1). The requirement that θn
and θ∗n take values only in Vf is met because F (Qny(u)) and F (Q

∗
ny
(u)) take values only

in ran(F ) for all u ∈ (0, 1).

Observe that

f(θn) = Fnx(F
−1) ◦ F (Qny) and f(θ∗n) = F ∗

nx
(F−1) ◦ F (Q∗

ny
).

The assumption made without loss of generality at the beginning of the proof therefore
implies that f(θn) = Rn and f(θ∗n) = R∗

n. We also have f(θ) = R by Lemma B.1(ii).

Conditions (a), (b), (c), (d), (e), and (f′) of Theorem 2.1 are met for the following
reasons. Conditions (a) and (f′) follow from Lemma 5.1. Conditions (c) and (d) follow
from Lemma 5.3. Conditions (b) and (e) are satisfied because Rn and R∗

n are L1(0, 1)-
valued random variables, as discussed in Appendix A.

Theorem 2.1 delivers the assertions of Theorem 5.1. Note that the distributional limit
in (5.2) is as claimed because

ḟθ(ξ) = ψ̇(F,R)

(
ρ1/2B1(F ),−(1− ρ)1/2rB2

)
= ρ1/2B1(F (F

−1)) ◦R− (1− ρ)1/2rB2 = ρ1/2B1(R)− (1− ρ)1/2rB2 = R,

where the first equality follows from the definitions of θ and ξ given in Lemma 5.1, the
second equality follows from the expression for ψ̇θ given in Lemma 5.3, and the third
equality follows from the fact that F (F−1(R)) = R by Lemma B.1(ii). □
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5.3. Necessity of local absolute continuity. We will prove the following result.

Theorem 5.2. Assume that ρ ∈ [0, 1), and that there exists an L1(0, 1)-valued ran-
dom variable Z such that an(Rn − R) ⇝ Z in L1(0, 1). Then R is locally absolutely
continuous.

We make use of the following lemma in the proof of Theorem 5.2.

Lemma 5.5. The sequence of random variables an∥Rn − R∥1, n ∈ N, is uniformly
integrable.

Proof. Fix n ∈ N, and observe that

an∥Rn −R∥1 ≤
√
nx∥Fnx(Qny)− F (Qny)∥1 +

√
ny∥F (Qny)−R∥1, (5.15)

where we have used the fact that an ≤ √
nx and an ≤ √

ny. Let H : R → [0, 1] and
Hny : R → [0, 1] be the cdf and empirical cdf for the iid sample F (Y1), . . . , F (Yny). The
empirical quantile function for this sample is F (Qny). Moreover, Lemma 5.2 establishes

that H−1 = R̃, where R̃(u) := supv∈(0,u)R(v) for all u ∈ (0, 1). The second term on the

right-hand side of (5.15) satisfies
√
ny∥F (Qny)−R∥1 =

√
ny∥F (Qny)− R̃∥1 =

√
ny∥Hny −H∥1 ≤

√
ny∥Hny −H∥∞,

where the first equality follows from the fact that R̃ = R a.e., the second equality follows
from the second assertion of Lemma 4.4, and the inequality follows from the fact that
Hny − H is zero outside of the interval [0, 1]. The first term on the right-hand side of
(5.15) is bounded by

√
nx∥Fnx − F∥∞, so we now have

an∥Rn −R∥1 ≤
√
nx∥Fnx − F∥∞ +

√
ny∥Hny −H∥∞.

Thus we are done if we can show that the sequences of random variables
√
n∥Fn −F∥∞

and
√
n∥Hn−H∥∞, n ∈ N, are uniformly integrable. But this is well-known: by applying

the Dvoretzky-Kiefer-Wolfowitz inequality (see e.g. van der Vaart, 1998, p. 268) we
obtain

E
(√
n∥Fn − F∥∞

)2
=

∫ ∞

0
2tP

(√
n∥Fn − F∥∞ > t

)
dt ≤ 4

∫ ∞

0
te−2t2dt <∞ (5.16)

and may similarly bound the second moment of
√
n∥Hn−H∥∞. Uniform integrability of

both sequences then follows from the usual argument with Liapounov’s inequality. □

Proof of Theorem 5.2. Let B : Ω× [0, 1] → R be a Brownian bridge, and assume without
loss of generality that the L1(0, 1)-valued random variable Z appearing in the statement
of Theorem 5.2 has domain Ω. Our assumption that

√
n(Rn−R)⇝ Z in L1(0, 1) implies,

via the continuous mapping theorem, that for every a, b ∈ [0, 1] with a < b we have

√
n

∫ b

a
|Rn(u)−R(u)|du⇝

∫ b

a
|Z (u)|du in R.

Lemma 5.5 establishes that the sequence of random variables
√
n
∫ b
a |Rn(u) − R(u)|du,

n ∈ N, is uniformly integrable. Thus we deduce from the last statement of convergence
in distribution that

E
√
n

∫ b

a
|Rn(u)−R(u)|du→ E

∫ b

a
|Z (u)|du <∞ for all a, b ∈ [0, 1], a < b. (5.17)
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We next establish that

E
∫ b

a
|Z (u)|du+

√
πρ

2
(b− a) ≥

√
1− ρE

∫
[a,b)

|B(u)|dR(u)

for all continuity points a, b of R such that 0 < a < b < 1.

(5.18)

Let a and b be continuity points of R with 0 < a < b < 1. For each n ∈ N define
γn := Rn − F (Qny). Then

E
∫ b

a
|F (Qny(u))−R(u)|du ≤ E

∫ b

a
|Rn(u)−R(u)|du+ E

∫ b

a
|γn(u)|du.

Consequently, to establish (5.18), it suffices to verify that

lim sup
n→∞

E√ny
∫ b

a
|Rn(u)−R(u)|du ≤

√
1

1− ρ
E
∫ b

a
|Z (u)|du, (5.19)

lim sup
n→∞

E√ny
∫ b

a
|γn(u)|du ≤

√
πρ

2(1− ρ)
(b− a), (5.20)

and lim inf
n→∞

E√ny
∫ b

a
|F (Qny(u))−R(u)|du ≥ E

∫
[a,b]

|B(u)|dR(u). (5.21)

Since
√
ny/an → 1/

√
1− ρ, we obtain (5.19) as an immediate consequence of (5.17).

Next we verify (5.20). From the definition of γn we have γn = Fnx(Qny)−F (Qny), so∫ b

a
|γn(u)|du ≤ ∥Fnx − F∥∞(b− a).

By applying the Dvoretsky-Kiefer-Wolfowitz inequality we obtain, for each n ∈ N,

E
√
n∥Fn − F∥∞ =

∫ ∞

0
P
(√
n∥Fn − F∥∞ > t

)
dt ≤ 2

∫ ∞

0
e−2t2dt =

√
π

2
.

Thus, for each n ∈ N,

E√ny
∫ b

a
|γn(u)|du ≤

√
πny
2nx

(b− a).

Since ny/nx → ρ/(1− ρ), we conclude that (5.20) is satisfied.

Next we verify (5.21). Lemma 5.2 establishes that F (Y1) has quantile function R̃

satisfying R̃(u) = supv∈(0,u)R(v) for all u ∈ (0, 1). Moreover, for each n ∈ N, F (Qn) is

the empirical quantile function for the iid sample F (Y1), . . . , F (Yn). Therefore, since a

and b are continuity points of R, and thus of R̃, Lemma 4.5 establishes that

lim inf
n→∞

E
√
n

∫ b

a
|F (Qn(u))− R̃(u)|du ≥ E

∫
[a,b)

|B(u)|dR̃(u).

The limit inferior of a sequence is no greater than the limit inferior of any subsequence.
Thus

lim inf
n→∞

E√ny
∫ b

a
|F (Qny(u))− R̃(u)|du ≥ E

∫
[a,b)

|B(u)|dR̃(u).
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The nondecreasing functions R and R̃ are equal a.e. and therefore generate the same
Lebesgue-Stieltjes measure on (0, 1). Thus (5.21) is satisfied. Having verified (5.19),
(5.20), and (5.21), we conclude that (5.18) is satisfied.

Next we strengthen (5.18) by showing that

E
∫ b

a
|Z (u)|du+

√
πρ

2
(b− a) ≥

√
1− ρE

∫
[a,b]

|B(u)|dR(u)

for all a, b ∈ (0, 1) such that a < b,

(5.22)

which may be compared to (4.13) in the proof of Theorem 4.2. Fix a, b ∈ (0, 1) with a < b.
Since R is monotone, it has at most countably many discontinuities. Thus we may choose
an increasing sequence (ak) of continuity points of R converging to a, and a decreasing

sequence (bk) of continuity points of R converging to b. We have E
∫ 1
0 |Z (u)|du < ∞

as a consequence of (5.17). This justifies using the dominated convergence theorem to
write

E
∫ b

a
|Z (u)|du = lim

k→∞
E
∫ bk

ak

|Z (u)|du. (5.23)

We have E
∫ 1
0 |B(u)|dR(u) <∞ by Lemma 4.3(ii) because R is uniformly bounded. This

justifies using the dominated convergence theorem to write

E
∫
[a,b]

|B(u)|dR(u) = lim
k→∞

E
∫
[ak,bk)

|B(u)|dR(u). (5.24)

Plainly, we also have √
πρ

2
(b− a) = lim

k→∞

√
πρ

2
(bk − ak). (5.25)

Since each ak and bk is a continuity point of R, it follows from (5.18) that

E
∫ bk

ak

|Z (u)|du+
√
πρ

2
(bk−ak) ≥

√
1− ρE

∫
[ak,bk)

|B(u)|dR(u) for each k ∈ N. (5.26)

Taken together, (5.23), (5.24), (5.25), and (5.26) establish that (5.22) is satisfied.

Finally we use (5.22) to show that R is locally absolutely continuous. Let λ be
the Lebesgue measure on (0, 1), and let µR be the Lebesgue-Stieltjes measure on (0, 1)
generated by R. Fix η ∈ (0, 1/2), and let Iη be the collection of all finite unions of closed
intervals with endpoints in [η, 1 − η]. It is enough to show that the restriction of R to
[η, 1 − η] is absolutely continuous. By definition, such absolute continuity is satisfied
if for every ϵ > 0 there exists δ > 0 such that µR(A) ≤ ϵ for every A ∈ Iη such that
λ(A) ≤ δ.

Fix ϵ > 0, and let A be a set in Iη. The arguments used to establish (4.17) and (4.18)
in the proof of Theorem 4.2 also serve to establish that

µR(A) ≤
√

π

2η(1− η)
E
∫
A
|B(u)|dR(u).

Since A is a finite union of closed intervals, by applying (5.22) we obtain

µR(A) ≤
√

π

2η(1− η)(1− ρ)

(
E
∫
A
|Z (u)|du+

√
πρ

2
λ(A)

)
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Again arguing as in the proof of Theorem 4.2, we have

E
∫
A
|Z (u)|du ≤ Nλ(A) + E

∫ 1

0
1(|Z (u)| > N)|Z (u)|du for each N ∈ N,

and lim
N→∞

E
∫ 1

0
1(|Z (u)| > N)|Z (u)|du = 0.

Thus there exists N0 ∈ N, not depending on A, such that

µR(A) ≤
√

π

2η(1− η)(1− ρ)

(
N0λ(A) +

√
πρ

2
λ(A)

)
+ ϵ/2.

Now if we set

δ =

√
η(1− η)(1− ρ)

2π
(
N0 +

√
πρ/2

)2 ϵ
then we have µR(A) ≤ ϵ if λ(A) ≤ δ. Since η can be chosen arbitrarily small, we conclude
that R is locally absolutely continuous. □

Appendix A. Measurability

It remains to tie up some loose ends in Sections 4 and 5 related to measurability. Later
in this appendix we establish three lemmas appealed to in the proofs of Theorems 4.1
and 5.1 and Lemma 5.3. We begin by providing a brief account of standard arguments
used to establish suitable measurability of the maps Fn, Qn, and Rn, and their bootstrap
counterparts.

First consider the empirical quantile function Qn defined in Section 4. Denote by
X1,n, . . . , Xn,n the ascending order statistics for X1, . . . , Xn. The map Qn : Ω → L1(0, 1)
sends each ω ∈ Ω to the function in L1(0, 1) that sends each u ∈ (0, 1) to

n∑
i=1

Xi,n(ω)1((i− 1)/n < u ≤ i/n).

The last expression defines an (F⊗B(0, 1),B(R))-measurable map from Ω×(0, 1) into R
because it is a sum of products of measurable maps ω 7→ Xi,n(ω) and u 7→ 1((i−1)/n <
u ≤ i/n). Thus, for any h ∈ L1(0, 1), Fubini’s theorem implies that ∥Qn − h∥1, viewed
as a map from Ω into R, is (F ,B(R))-measurable. The preimage under Qn of any open
ball in L1(0, 1) therefore belongs to F . This shows that Qn is an L1(0, 1)-valued random
variable. Essentially the same argument shows that Q∗

n : Ω̄ → L1(0, 1) is an L1(0, 1)-
valued random variable; one need merely replace the order statistics with their bootstrap
counterparts.

Next consider the empirical P-P curve Rn defined in Section 5. Let Y1,ny , . . . , Yny ,ny

be the ascending order statistics for Y1, . . . , Yny . The map Rn : Ω → L1(0, 1) sends each

ω ∈ Ω to the function in L1(0, 1) that sends each u ∈ (0, 1) to

1

nx

nx∑
i=1

ny∑
j=1

1(Xi(ω) ≤ Yj,ny(ω))1((j − 1)/ny < u ≤ j/ny).
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The last expression defines an (F⊗B(0, 1),B(R))-measurable map from Ω×(0, 1) into R
because it is a scalar multiple of a sum of products of measurable maps ω 7→ 1(Xi(ω) ≤
Yj,ny(ω)) and u 7→ 1((j − 1)/ny < u ≤ j/ny). By arguing as in the previous paragraph

with Fubini’s theorem we may deduce that Rn is an L1(0, 1)-valued random variable.
Essentially the same argument shows that R∗

n : Ω̄ → L1(0, 1) is an L1(0, 1)-valued
random variable

Next consider the empirical cdf Fn as defined in Section 4. For each i ∈ {1, . . . , n} the
map (ω, x) 7→ 1(Xi(ω) ≤ x) from Ω× R into R is (F ⊗ B(R),B(R))-measurable. Thus

(ω, x) 7→ 1

n

n∑
i=1

1(Xi(ω) ≤ x)− F (x) (A.1)

is (F ⊗B(R),B(R))-measurable. If F (x)1(x < 0) and (1−F (x))1(x > 0) are integrable
functions of x—which is the case if and only if Q is integrable—then the map in (A.1)
is integrable as a function of x for each fixed ω. Thus by applying Fubini’s theorem
as above we deduce that Fn − F is a D1(−∞,∞)-valued random variable, as asserted
in the proof of Lemma 4.2. Essentially the same argument verifies the assertion made
there that F ∗

n −Fn and F are D1(−∞,∞)-valued random variables. Moreover, Fn−F ,
F ∗
n − Fn, and F may also be regarded to be L1(−∞,∞)-valued random variables due

to the fact that the embedding h 7→ h from D1(−∞,∞) into L1(−∞,∞) is (trivially)
continuous.

In Section 5 we instead defined Fn to be a map from Ω into D[−∞,∞], and claimed
that Fn is a D[−∞,∞]-valued random variable. To see why, let h ∈ D[−∞,∞] and let
x ∈ Q ∪ {∞}, and consider the (F ,B(R))-measurable map

ω 7→ n−1
n∑

i=1

1(Xi(ω) ≤ x)− h(x).

Now take the pointwise supremum over all x ∈ Q ∪ {∞} to obtain another (F ,B(R))-
measurable map. Since h is right-continuous on [−∞,∞) we have

sup
x∈Q∪{∞}

∣∣∣∣∣n−1
n∑

i=1

1(Xi ≤ x)− h(x)

∣∣∣∣∣ = ∥Fn − h∥∞.

Thus ∥Fn−h∥∞, viewed as a map from Ω into R, is (F ,B(R))-measurable. The preimage
under Fn of any open ball in D[−∞,∞] therefore belongs to F . This shows that Fn is
a D[−∞,∞]-valued random variable. Essentially the same argument shows that F ∗

n :
Ω̄ → D[−∞,∞] is a D[−∞,∞]-valued random variable. Note that random variables
are not required to be Borel measurable under Definition 2.1, only ball measurable.

The facts established in the preceding discussion of measurability are well-known.
Next we establish three lemmas used in Section 4 and 5. The first of these, Lemma A.1,
was used in the proof of Theorem 4.1 to verify the tangent space measurability required
by Theorem 2.1. It concerns the set TF defined immediately prior to the statement of
Theorem 3.1.

Lemma A.1. TF is a Borel subset of D1(−∞,∞).
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To prove Lemma A.1 we introduce another vector space. Let L1
loc(−∞,∞) be the

vector space of Borel measurable and locally integrable functions h : R → R. Functions
differing only on a null set are regarded to be equal as vectors in this space. Equip
L1
loc(−∞,∞) with the metric

d1loc(g, h) =

∞∑
n=1

1

2n

∫ n
−n|g(x)− h(x)|dx

1 +
∫ n
−n|g(x)− h(x)|dx

.

Lemma 5.17 in Meise and Vogt (1997) establishes that the last equality defines a valid
metric, and that under this metric L1

loc(−∞,∞) is complete and separable.

Proof of Lemma A.1. We will apply Theorem 15.1 in Kechris (1995), which states that
if f : P1 → P2 is a continuous map between Polish spaces P1 and P2, and A is a Borel
subset of P1 on which f is injective, then f(A) is a Borel subset of P2. We choose
P1 = C[0, 1] and P2 = L1

loc(−∞,∞), and define f : P1 → P2 by f(g) = g(F ). Note that
g(F ) is locally integrable because g is uniformly bounded. Also note that f is continuous
because if g, h ∈ C[0, 1] satisfy ∥g − h∥∞ ≤ ϵ then

d1loc(f(g), f(h)) =

∞∑
n=1

1

2n

∫ n
−n|g(F (x))− h(F (x))|dx

1 +
∫ n
−n|g(F (x))− h(F (x))|dx

≤ ϵ

∞∑
n=1

n

2n−1
.

Define the set

A1 :=

{
g ∈ C[0, 1] :

∫ ∞

−∞
|g(F (x))|dx <∞ and g(0) = g(1) = 0

}
,

and observe that f(A1) = TF . We now show that A1 is a Borel subset of C[0, 1]. The
set {g ∈ C[0, 1] : g(0) = g(1) = 0} is Borel because it is closed, so it suffices to show
that g 7→

∫∞
−∞|g(F (x))|dx is a Borel measurable map from C[0, 1] into R ∪ {∞}. Such

measurability is implied by the fact that g 7→
∫∞
−∞|g(F (x))|dx is the pointwise supremum

over n ∈ N of the countable collection of measurable maps g 7→
∫ n
−n|g(F (x))|dx from

C[0, 1] into R. Thus A1 is a Borel subset of C[0, 1].

The function f need not be injective on A1. Specifically, if two functions g1, g2 ∈ A1

differ only on a subset of (0, 1) not belonging to the range of F , then f(g1) = f(g2).
Let J ⊂ R be the set of discontinuities of F , a finite or countable set because F is
nondecreasing. Define

A2 := {g ∈ C[0, 1] : g is linear on [F (j−), F (j)] for each j ∈ J} .

The set A2 is closed, thus A1∩A2 is Borel. We have f(A1∩A2) = TF , and f is injective
on A1 ∩ A2, so Theorem 15.1 in Kechris (1995) implies that TF is a Borel subset of
L1
loc(−∞,∞).

We are done if we can show that the embedding h 7→ h from D1(−∞,∞) into
L1
loc(−∞,∞) is continuous. But this is obvious, because if g, h ∈ D1(−∞,∞) satisfy

∥g − h∥1 ≤ ϵ then

d1loc(g, h) =

∞∑
n=1

1

2n

∫ n
−n|g(x)− h(x)|dx

1 +
∫ n
−n|g(x)− h(x)|dx

≤ ϵ

∞∑
n=1

n

2n−1
. □
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The next lemma was used in the proof of Lemma 5.3. The notation LF and ◦ was
defined immediately prior to the statement of Lemma 5.3.

Lemma A.2. For each F ∈ D[−∞,∞] and each θ ∈ LF , the map g 7→ g(F−1) ◦ θ from
D[−∞,∞] into L1(0, 1) is ball measurable.

Proof. Let B◦ denote the ball σ-algebra on D[−∞,∞]. The projection σ-algebra on
D[−∞,∞] is equal to B◦ (van der Vaart and Wellner, 2023, p. 46). Thus, for every
x ∈ [−∞,∞], the coordinate projection g 7→ g(x) is (B◦,B(R))-measurable.

Let n ∈ N, and consider the map from D[−∞,∞]× [−∞,∞] into R given by

(g, x) 7→
n2n∑

k=−n2n

g(k2−n)1((k − 1)2−n ≤ x < k2−n)

+ g(−∞)1(x = −∞) + g(∞)1(x = ∞). (A.2)

This map is (B◦ ⊗ B[−∞,∞],B(R))-measurable due to the (B◦,B(R))-measurability of
the coordinate projections g 7→ g(k2−n), g 7→ g(−∞), and g 7→ g(∞). Moreover, since
each g ∈ D[−∞,∞] is càdlàg, the map in (A.2) converges pointwise as n → ∞ to the
map (g, x) 7→ g(x). Thus the latter map is also (B◦ ⊗ B[−∞,∞],B(R))-measurable.

For the remainder of the proof we assume that the function θ : (0, 1) → R takes values
only in [0, 1]. This assumption is made without loss of generality because θ(u) ∈ ran(F )
for a.e. u ∈ (0, 1) by the definition of LF , and because the vector g(F−1)◦θ is unaffected
by modifications to θ on a null set. We write g(F−1(θ)) rather than g(F−1) ◦ θ in what
follows.

Fix a function h ∈ L1(0, 1). Since F−1 : [0, 1] → [−∞,∞] and θ : (0, 1) → [0, 1]
are Borel measurable, so is the composition F−1(θ) : (0, 1) → [−∞,∞]. The Borel
measurability of F−1(θ) and h and the (B◦⊗B[−∞,∞],B(R))-measurability of (g, x) 7→
g(x) together imply that the map from D[−∞,∞]× (0, 1) into R given by

(g, u) 7→ g(F−1(θ(u)))− h(u)

is (B◦ ⊗ B(0, 1),B(R))-measurable. This map is integrable as a function of u for each
fixed g due to the uniform boundedness of g and the integrability of h. Thus, by Fubini’s
theorem, the map g 7→ ∥g(F−1(θ))−h∥1 fromD[−∞,∞] into R is (B◦,B(R))-measurable.
The preimage under g 7→ g(F−1(θ)) of every open ball in L1(0, 1) therefore belongs to
B◦. This shows that g 7→ g(F−1(θ)) is ball measurable. □

The final lemma to be established was used in the proof of Theorem 5.1 to verify the
tangent space measurability required by Theorem 2.1. It concerns the set SF defined
immediately prior to the statement of Lemma 5.3.

Lemma A.3. SF belongs to the ball σ-algebra on D[−∞,∞].

Proof. It suffices to show that SF is closed and separable (van der Vaart and Wellner,
2023, p. 48). Define A2 as in the proof of Lemma A.1, and let f : A2 → SF be defined
by f(g) = g(F ). Then f is a bijective isometry. Since A2 is closed and separable, it
follows that SF is closed and separable. □
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Appendix B. Generalized inverses

Here we collect together some well-known properties of generalized inverses to which
we have appealed repeatedly throughout this article. In Section 3 we defined the gener-
alized inverse of a cdf F : R → [0, 1] to be the left-continuous and nondecreasing map
F−1 : (0, 1) → R defined by

F−1(u) = inf{x ∈ R : F (x) ≥ u} (B.1)

for each u ∈ (0, 1). In Section 5 we similarly defined the generalized inverse of a cdf
F : [−∞,∞] → [0, 1] to be the left-continuous and nondecreasing map F−1 : [0, 1] →
[−∞,∞] defined by (B.1) for each u ∈ [0, 1]. In both cases it should be understood that
F is the cdf of a real-valued random variable, not of a random variable possibly taking
the values ±∞.

Useful discussions of the properties of generalized inverses may be found in Embrechts
and Hofert (2013) and on pp. 3–8 in Shorack and Wellner (1986). We have referred to
the properties enumerated in the following lemma in arguments given throughout this
article.

Lemma B.1. Let F be a cdf defined on R or on [−∞,∞]. Then:

(i) If x and u belong to the domains of F and F−1 then F (x) ≥ u if and only if
x ≥ F−1(u).

(ii) F (F−1(u)) = u for all u in the range of F and in the domain of F−1.
(iii) If F−1 is continuous on (0, 1) then F−1(F (x)) = x for all x such that 0 < F (x) <

1.

Moreover, if F is defined on [−∞,∞], then:

(iv) If X is a random variable with cdf F then F−1(F (X)) = X a.s.

The next lemma, applied several times throughout this article, states a well-known
substitution rule for Lebesgue-Stieltjes integrals involving the generalized inverse.

Lemma B.2. Let F be a function belonging to D(−∞,∞), and let Q = F−1. Let

αF = inf{x ∈ R : F (x) > 0} and βF = sup{x ∈ R : F (x) < 1}.

Let h : (0, 1) → R be a Borel measurable function that satisfies
∫ 1
0 |h(u)|dQ(u) < ∞ or

is nonnegative. Then∫
[a,b)

h(u)dQ(u) =

∫ Q(b)

Q(a)
h(F (x))dx for all a, b ∈ (0, 1) satisfying a < b,

and

∫ 1

0
h(u)dQ(u) =

∫ βF

αF

h(F (x))dx.

It is straightforward to prove Lemma B.2 using Theorem 3.6.1 in Bogachev (2007)
and Lemma B.1(i). We omit the details. See also Theorem 6.14 in Leoni (2017).
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