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Abstract

This paper proposes a statistical inference method for assessing treatment effects with dyadic

data. Under the assumption that the treatments follow an exchangeable distribution, our approach

allows for the presence of any unobserved confounding factors that potentially cause endogeneity

of treatment choice without requiring additional information other than the treatments and out-

comes. Building on the literature of graphon estimation in network data analysis, we propose a

neighborhood kernel smoothing method for estimating dyadic average treatment effects. We also

develop a permutation inference method for testing the sharp null hypothesis. Under certain regu-

larity conditions, we derive the rate of convergence of the proposed estimator and demonstrate the

size control property of our test. We apply our method to international trade data to assess the

impact of free trade agreements on bilateral trade flows.
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1 Introduction

Dyadic data are ubiquitous in our society. International trade, travels, population flows, military

alliances, partnerships between firms, research collaboration, and many others can be represented as

dyadic data, where each dyad represents a pair of countries, firms, or individuals, depending on the

context. Dyadic data analysis is particularly prevalent in the literature of international trade, where

regression-based analysis, the so-called gravity model, serves as a primary analytical approach in these

fields since the pioneering work by Tinbergen (1962) (see also, e.g., Anderson, 1979, 2011; Head and

Mayer, 2014 and references therein). For reviews of recent econometric literature on dyadic data

analysis in general, see, for example, Graham (2020a,b).

Despite the popularity of dyadic data, there are only a few causal inference methods tailored

specifically for dyadic data analysis, with some exceptions such as Baier and Bergstrand (2009),

Arpino et al. (2017), and Nagengast and Yotov (2023). This may be due to the non-standard and

complex endogeneity structure often encountered in typical applications of dyadic data. For example,

suppose we are interested in the impacts of free trade agreements (FTA) on trade flows between

countries. The treatment variable, FTA, should be considered endogenous because both the decision

to enter into FTA and the trade outcome should be influenced by each country’s economic factors and

the economic and political relationship between the countries involved. Thus, if one tries to resolve

the endogeneity issue by using the instrumental variables (IV) method, for instance, then he/she

needs to prepare at least three different types of IVs: those accounting for confounding factors at the

“origin” country, those at the “destination”, and pair-specific factors.1 In addition, not limited to

international trade, dyadic data typically emerge in observational studies where it is difficult to find

exogenous variations that help the researcher alleviate the endogeneity issue.2 Even in cases where the

treatments are exogenous, dyadic data naturally entail complex dependence of variables arising from

pairwise interactions, which pose additional challenges in developing suitable inferential methods.

In this paper, we aim to develop an easy-to-implement causal inference method specialized for

dyadic data, where the treatment variable may potentially be endogenous, correlating with unobserved

confounders in an arbitrary manner. We suppose a situation where researchers have access to non-

experimental data, comprising solely dyad-level treatments and outcomes. We do not rely on any

natural-experimental variations commonly exploited in the literature to identify causal effects, such

as IVs, unexpected policy changes, policy-induced discontinuities, etc.

Our causal inference method is built on the following two requirements: (i) the dyadic treatments

follow an exchangeable distribution, and (ii) only unit-level factors (rather than dyad-level factors)

can cause endogeneity in the treatment choice. The first condition is a common requirement in the

literature of network statistics concerning the estimation of graphons, where a graphon is a symmetric

nonparametric function that generates graphs (i.e., networks) of any sizes (a more formal definition

will be given later). As an important special case, if the treatments are independent and identically

1In the specific context of estimating the impacts of FTA on trade flows, this intrinsic difficulty of finding appropriate
IVs is discussed in depth in Baier and Bergstrand (2007).

2Although there are a certain number of experimental studies utilizing the network structure in the data, they usually
consider assigning a treatment to each individual, but not to each pair of individuals.
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distributed (IID) across all dyads, they are automatically exchangeable. Since requiring the exchange-

ability can be restrictive in some empirical situations, researchers should verify it on a case-by-case

basis. Nonetheless, it still encompasses a wide range of network formation models considered in the lit-

erature, several examples of which are given in the next section. Fully leveraging the exchangeability of

treatments enables us to nonparametrically estimate the propensity score at each dyad without using

any additional covariate information. The exchangeability plays also an important role in establishing

our inference method.

For the second assumption, which limits the sources of endogeneity to unit-level attributes, it

should be noted that variables representing (dis)similarities or social/economic distances between two

units are not excluded as sources of endogeneity, as long as they can be expressed as functions of

unit-level variables. Even variables such as unobserved strategic partnerships between firms do not

violate our requirement only if they are consequences from the interaction of unit-level factors. This

requirement should be somewhat similar to an assumption commonly made in panel data analysis with

endogeneity, which stipulates that unobserved time-invariant individual heterogeneity is the source of

endogeneity, while time-varying individual errors are considered pure idiosyncratic noise.

With these assumptions, we study statistical inference methods for several treatment parameters.

Among them, the most basic component is the dyadic average treatment effect (DATE), defined as the

difference in the conditional means of potential outcomes given a propensity score. We demonstrate

that DATE can be estimated by regressing the outcome on the propensity score separately for the

treatment and control groups. Given this result, we propose a nonparametric kernel smoothing method

for estimating DATE, termed neighborhood kernel smoothing (NKS). The NKS method extends the

neighborhood smoothing approach introduced by Zhang et al. (2017), which was originally developed

for estimating probabilities of network edges (i.e., propensity scores in our context). Once DATE

is estimated for all dyads, we can then estimate the individual average treatment effect (IATE) and

the global average treatment effect (GATE). IATE represents the unit-level average treatment effect

obtained by averaging DATEs over the “destinations”, while GATE is simply the average of DATEs

over all dyads. For statistical testing, we develop a permutation test for the sharp null hypothesis

of no treatement effects, which involves permuting the rows and columns of the treatment network

matrix based on the exchangeability assumption (which ensures that the permuted treatment matrix

is equally likely as the actual one). Regarding the theoretical properties of our method, under a set of

regularity conditions, we derive the rate of convergence of the NKS estimator. Additionally, for the

cases when the endogeneity is caused by selection-on-returns, we demonstrate that the permutation

test exhibits a desirable size control property.

As an empirical application of our method, we investigate the impact of FTAs between two coun-

tries on export and import volumes. Our dataset consists of 37 selected countries and regions in Asia,

Oceania, and North America. The outcome variables of interest are the share of export amount to the

partner country among total exports to all countries and the share of import similarly defined, both

for the year 2021. For the treatment variable, we consider all FTAs related to our sample countries

that were active as of 2021. Our empirical results suggest that IATE of FTAs is positive for almost all

countries (except Singapore) for both exports and imports, and that enactment of an FTA increases

bilateral trade flows by approximately 2% on average. The results of the permutation test reveal p-
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values sufficiently small for both exports and imports, demonstrating that the treatment effects exist

significantly.

Literature. The key idea in this study is to model the allocations of the dyadic treatments across

units as a network generated from a graphon. A graphon is a nonparametric function of node-specific

latent variables that determines the probability of link connection. Estimation of graphon has been one

of the central themes in network statistics. Prior studies proposed various approaches for estimating

graphons, including modularity maximization (Bickel and Chen, 2009), nonparametric block-model

approximation (e.g., Olhede and Wolfe, 2014; Gao et al., 2015; Klopp et al., 2017), sorting (e.g., Chan

and Airoldi, 2014; Yang et al., 2014), neighborhood smoothing (e.g., Zhang et al., 2017; Su et al.,

2020), among many others. In particular, we extend the neighborhood smoothing method of Zhang

et al. (2017) to the estimation of propensity score in our setting in combination with nonparametric

kernel smoothing.

The use of the neighborhood smoothing method, or its variants, has been gaining some attention

in the econometrics literature. Auerbach (2022) examined a partially linear regression model with

network-induced unobserved individual heterogeneity. To identify individuals with similar networking

types, he proposed a neighborhood smoothing method conceptually similar to Zhang et al. (2017).

Another intriguing application is by Zeleneev (2020), who considered estimating a dyadic regression

model with nonparametric unobserved heterogeneity. To accommodate dyad-specific fixed effects, he

extended the neighborhood smoothing method to a regression framework. As far as we are aware,

our study would be the first to apply the neighborhood smoothing method in the context of causal

inference with dyadic data.

As mentioned earlier, only a few studies have explored causal inference methods specifically de-

signed for dyadic data. While numerous studies, particularly in the field of international trade, have

attempted to address endogeneity issues in identifying the effects of a treatment, many of them rely

on some IV-based approaches or panel data analysis with a fixed-effects approach (e.g., Baier and

Bergstrand, 2007; Kohl, 2014; Jochmans and Verardi, 2022, among others), which were not necessarily

articulated formally within the framework of causal inference (i.e., the potential outcomes framework).

As one notable exception, Arpino et al. (2017) considered extending the propensity score matching

method to a dyadic data framework to estimate the causal effect of the General Agreement on Tariffs

and Trade (GATT) on bilateral trade. They formulated the probability of being a member of GATT

as a function not only of economic and demographic covariates of countries but also of the network

structure of the world trade network. Another example is Nagengast and Yotov (2023), who also

examined the causal impacts of trade agreements on trade flows. Considering that trade agreements

were enacted at different time points across different pairs of countries, and that the impacts of the

agreements are likely heterogeneous across countries, the authors developed a novel causal inference

method by combining the gravity model with the staggered difference-in-differences approach. Com-

pared to these studies, our approach offers significant advantages in terms of analytical simplicity and

minimal data requirement.

Our paper also contributes to the literature on permutation inference. As previously mentioned,

our identification and estimation approach relies on the exchangeable distribution of treatments. An-
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other advantage of exchangeability is that it naturally leads to a permutation inference method based

on the permutation of treatments (e.g., Pesarin and Salmaso, 2010; Lehmann and Romano, 2022;

Zhang and Zhao, 2023). To the best of our knowledge, no prior studies have considered permutation

tests in causal inference with dyadic data. In the context of dyadic regression analysis, Erikson et al.

(2017) explored a permutation inference approach similar to our test. They illustrated the usefulness

of permutation inference in a real data analysis for international relations but did not investigate its

theoretical properties.

Paper organization. In Section 2, we formally describe our setup and treatment parameters to be

estimated. In Section 3, we first present the characterization and estimation of our target parameters.

Then, under certain conditions, the rate of convergence of our estimator is established. After that,

we present our permutation inference method for testing the sharp null hypothesis and prove its

size control property. We report the results of numerical simulations and empirical data analysis on

international trade in Sections 4 and 5, respectively. Section 6 concludes the paper. The proofs of

technical results and supplementary numerical results are provided in the appendix.

Notation. Throughout the paper, C (possibly with subscripts) denotes a global constant that does

not depend on other variables, whose value may differ in different contexts. We write a matrix whose

pi, jq-th element is Aij as A “ pAijq and its i-th row as Ai¨. For random variables X and Y , we write

X
d
“ Y if X and Y follow the same probability distribution, X À Y if X “ OpY q almost surely (a.s.),

and X ÀP Y if X “ OPpY q.

2 Setup

Consider a population of interest composed of individuals, households, firms, or countries, depending

on the context, that are interacting to each other pairwisely. We can observe n units rns “ t1, 2, . . . , nu

drawn from the population, and we treat each pair of units (i.e., dyad) as one observation. We are

interested in estimating the causal effect of a dyadic treatment variable on a dyadic outcome variable.

Let Aij P t0, 1u and Yij P R respectively denote an observed binary treatment and an observed outcome

variable for each dyad pi, jq. Throughout this paper, we focus on the case of undirected treatment

such that Aij “ Aji for all pi, jq. As opposed to the treatment, the outcome variable can be specific

to each unit in each dyad; that is, Yij ‰ Yji in general. Let A “ pAijq and Y “ pYijq denote the

n ˆ n matrices of treatments and outcomes, respectively, where the diagonals are normalized to zero:

Aii “ 0 and Yii “ 0 for all i P rns.

The above setup encompasses many empirical situations of interest. For instance, in our empirical

analysis, Aij represents the indicator for the presence of FTA between countries i and j, and Yij

corresponds to the amount of exports from i to j or imports from j to i. In other examples, Aij may

denote whether firms i and j participate in a researchers exchange program, and Yij represents the

R&D collaboration output; Aij may be the indicator of political alliance between countries i and j

with Yij representing population migration; and so forth.
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The dyadic data tpYij , Aijqui,jPrns generally exhibit complex dependence structure due to interac-

tions within and across the dyads, which poses highly non-trivial statistical challenges, if no restrictions

are imposed. Following the literature on graphon estimation, we address this problem by imposing the

exchangeability on the probability distribution of the treatment matrix A. A graphon is a symmetric

measurable function f : r0, 1s2 Ñ r0, 1s, where the value of graphon fpUi, Ujq is considered to be the

edge probability between i and j. We say that A is exchangeable if pAijq
d
“ pAgpiqgpjqq for any permu-

tation g on rns. The exchangeability plays an essential role in our analysis in combination with the

celebrated Aldous–Hoover representation theorem (Aldous, 1981; Hoover, 1979): a symmetric random

matrix A “ pAijq is exchangeable if and only if there exists a symmetric function f : r0, 1s2 Ñ r0, 1s

such that

Aij “ 1tfpUi, Ujq ě Uiju,

where tUiu and tUiju are mutually independent such that Ui, Uij
IID
„ Uniformr0, 1s with Uij “ Uji.

Obviously, the above claim is equivalent to Aij | Ui, Uj „ BernoullipfpUi, Ujqq with a symmetric

function f . That is, the Aldous–Hoover theorem says that if the treatment matrix A is exchangeable,

then its associated graphon takes this particular form (and the converse is also true). We can interpret

Ui and Uij as the unit- and dyad-level latent composite attributes, respectively.

Formally, we assume the following:

Assumption 2.1 (Treatment mechanism). There exist f : r0, 1s2 Ñ r0, 1s and Ui, Uij
IID
„ Uniformr0, 1s

such that, for all i P rns and j ‰ i, Aij “ 1tfpUi, Ujq ě Uiju, fpUi, Ujq “ fpUj , Uiq, and Uij “ Uji.

As just mentioned, Assumption 2.1 is equivalent to the exchangeability of A. Note that an obvious

sufficient condition for exchangeability is the IID-ness of tAiju, which is commonly assumed in the

network formation literature. Below, we provide three examples of treatment models that can be

analyzed in our framework.

Example 2.1 (Degree-heterogeneity models). As a typical example, suppose that the conditional

link probability of each dyad is given by Pij “ F pπpXi, Xjq ` βi ` βjq, where F is a link function,

π is a symmetric function, Xi is a vector of unit-level covariates, and βi represents individual degree

heterogeneity. The same model is considered in Graham (2017), and this can be viewed as an extension

of the so-called β-model with covariates. If tpXi, βiqu are IID, irrespective of their dimensionality nor

observability of Xi and βi, the resulting network is exchangeable.

Example 2.2 (Stochastic block models with random membership). Suppose that the population

of units can be classified into m groups, and that the link probability between i and j is given as

Pij “
ř

1ďa,bďm zi,azj,bpab, where pab P p0, 1q for all 1 ď a, b ď m such that pab “ pba, and zi,a ě 0 is

the membership variable satisfying
řm

a“1 zi,a “ 1 for all i P rns. This type of model is often referred

to as the stochastic block model. Here, assume that the membership variable is random and IID

distributed (possibly a function of IID covariates). This type of model has been studied widely in

the literature (e.g., Airoldi et al., 2008; White and Murphy, 2016). Clearly, the resulting network is

exchangeable.
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Example 2.3 (Pairwise strategic interaction models). The exchangeability does not preclude even

the presence of strategic interaction, as long as it occurs within each dyad, as in Hoshino (2022). This

is particularly empirically relevant since the treatments of interest in our model (e.g., FTA, alliance,

R&D collaboration) are likely determined through cooperative decision-making. For example, if we

consider a cooperative game model such that Pij “ F pπipXi, Xjq ` πjpXj , Xiqq, where πi denotes the

payoff for agent i from connecting to j, this model still fits into our framework if tXiu are IID.

One notable limitation of Assumption 2.1 is that the resulting network will automatically be a

dense network. It is easy to see that the expected degree for each unit is a constant times n ´ 1,

which diverges as n increases. In order to accommodate the sparsity, Klopp et al. (2017) proposed

the so-called sparse graphon estimation method. Extending our method in this direction would be

important, but is left for future study.

Now, let Pij :“ ErAij | Ui, Ujs “ fpUi, Ujq denote the conditional probability of the treatment

take-up given the pair of unit-level latent attributes, which we call the propensity score. Note that

Pij is a function of unobserved pUi, Ujq, differently from the standard propensity score defined with

respect to observed covariates. Also notice, for all pi, jq, that Pij “ Pji by Assumption 2.1 and that

Pij “ ErAij | Pijs by the law of iterated expectations. Since Aii “ 0, we normalize Pii “ 0 for all

i P rns.

Next, we let Yijpaq denote the potential outcome when Aij “ a. By construction, Yij “ AijYijp1q`

p1 ´ AijqYijp0q. The treatment effect of Aij at dyad pi, jq is defined as Yijp1q ´ Yijp0q, which can be

heterogeneous across dyads. This potential outcomes framework implicitly subsumes the stable unit

treatment value assumption (Rubin, 1974) that rules out treatment interference or spillovers across

dyads. Similarly as above, we set Yiip0q “ Yiip1q “ 0 for all i P rns.

As the main causal parameter of interest, we define the dyadic average treatment effect (DATE):

τij :“ ErYijp1q ´ Yijp0q | Pijs for i P rns, j ‰ i.

DATE helps us understand the nature of heterogeneity in treatment effects across dyads. For example,

if τij tends to take a positively large value for dyads with a higher Pij , this suggests that the treatment

would be more effective for dyads that are more likely to take the treatment (i.e., selection-on-returns).

Other causal parameters of interest would include the individual average treatment effect (IATE) for

unit i and the global average treatment effect (GATE), which are respectively defined as

τ IATE
i :“

1

n ´ 1

ÿ

j‰i

τij , τGATE :“
1

n

ÿ

iPrns

τ IATE
i .

Since both IATE and GATE can be estimated once the DATEs are estimated, in the following, we

mainly focus on DATE.
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3 Statistical Inference

In this section, we first discuss the estimation of the DATE parameter. Then, the rate of convergence

for the proposed estimator with respect to a certain norm is derived. After that, we introduce our

permutation test for the sharp null hypothesis of no treatment effects and prove its size control

property.

3.1 Estimation

We first introduce the following two assumptions.

Assumption 3.1 (Selection on unit-level attributes). For all i P rns and j ‰ i, pYijp0q, Yijp1qq are

conditionally independent of Aij given pUi, Ujq.

Assumption 3.2 (Overlapping). There exist constants CP , CP P p0, 1q such that Pij P rCP , CP s for

all i P rns and j ‰ i.

Assumption 3.1 requires that only the unit-level latent factors pUi, Ujq can be the source of endo-

geneity. That is, the potential outcomes and treatment can be correlated only through pUi, Ujq. To

be more specific, we consider the following potential outcome equation:

Yijpaq “ ya
`

Ui, Uj , ξijpaq
˘

, a P t0, 1u,

where ya is an unknown function, and ξijpaq is a dyad-level composite attribute affecting the potential

outcome independently of pUi, Ujq. Then, Assumption 3.1 is satisfied if the dyad-level composite factor

Uij in the treatment choice equation is independent of those pξijp0q, ξijp1qq in the potential outcomes.

Assumption 3.1 is violated when there is a dyad-level factor that affects both the potential outcomes

and treatment. For instance, in the context of international trade, the connectedness of two countries

would be such a factor, as it may be inherently difficult to explain the locations of two countries

solely from a combination of independent unit-level attributes. However, since countries’ locations are

readily available data, this particular type of endogeneity can be addressed by restricting the analysis

to pairs with similar locational patterns. In our empirical study, we mitigate the impacts of regional

confounders by focusing on countries in the Asia-Pacific region. If there are unobservable dyad-level

confounders, we might need additional data such as IV to address the endogeneity.

Assumption 3.2 requires that each dyad pi, jq has a propensity score strictly bounded away from

zero and one. Even with this assumption, it is possible in practice for some of the estimated propensity

scores to be very close to zero or one. In our numerical analysis, we simply censor such propensity

scores at some pre-specified minimum or maximum value (e.g., 0.01 and 0.99).

Under these assumptions, we obtain the following simple result, which serves as the basis of our

estimator.

Proposition 3.1 (Characterization of DATE). Under Assumptions 2.1 and 3.1 – 3.2, for all i P rns,

j ‰ i, we have

τij “ mijp1q ´ mijp0q,
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where mijpaq :“ ErYij | Aij “ a, Pijs.

An implication of Proposition 3.1 is that we can estimate the DATE parameter by conducting a

nonparametric regression of the outcome on the propensity score separately for the treatment and

control groups. However, since tPiju are unknown, this is not feasible. Alternatively, if we could

identify a sub-sample satisfying ti1 P rns : Ai1j “ a, Pi1j « Piju, then computing the average of Yi1j ’s

over this subset would give us a valid estimate ofmijpaq. We pursue this task by adopting the approach

proposed by Zhang et al. (2017). Let dpi, i1q denote the squared ℓ2 distance between graphon slices:

dpi, i1q :“

ż 1

0
|fpUi, vq ´ fpUi1 , vq|

2 dv.

Intuitively, if dpi, i1q is close to zero, we would have Pij « Pi1j for all j ‰ i, i1. Thus, if dpi, i1q

were computable, we can estimate mijpaq by computing the average outcome over the subsample

ti1 P rns : Ai1j “ a, dpi, i1q « 0u. Of course, directly estimating the value of dpi, i1q is not feasible.

However, for the purpose of selecting a neighborhood of i, it is not necessary to know the precise

value of dpi, i1q; rather, it suffices to consider a tractable upper bound. Zhang et al. (2017) have

demonstrated that the following pseudometric rdpi, i1q serves as a viable approximate upper bound, in

the sense that rdpi, i1q « 0 implies dpi, i1q « 0 with high probability:

rdpi, i1q :“ max
k‰i,i1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1

n

ÿ

lPrns

pAil ´ Ai1lqAkl

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

.

Then, using this pseudometric in place of dpi, i1q, nonparametric regression estimators for mijp0q and

mijp1q are given by

qmijp0q :“

ř

i1‰i qwpi, i1qp1 ´ Ai1jqYi1j

1 ´ qPij

, qmijp1q :“

ř

i1‰i qwpi, i1qAi1jYi1j

qPij

,

respectively, where

qwpi, i1q :“
1t rdpi, i1q ď bu

ř

l‰i 1t rdpi, lq ď bu
, qPij :“

ÿ

i1‰i

qwpi, i1qAi1j ,

and b ą 0 is a bandwidth parameter such that b Ñ 0 as n Ñ 8. In particular, qPij is equivalent to the

neighborhood smoothing estimator studied in Zhang et al. (2017).

One can see that the estimator ofmijpaq presented above corresponds to a uniform kernel regression

estimator such that the neighborhood observations are weighted equally. As a slight generalization,

we can consider the following general kernel estimation procedure, which we call the neighborhood

kernel smoothing (NKS) estimator.
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For a kernel weighting function K : R` Ñ R`, let

wpi, i1q :“ K

˜

rdpi, i1q

b

¸O

ÿ

l‰i

K

˜

rdpi, lq

b

¸

, rPij :“
ÿ

i1‰i

wpi, i1qAi1j .

Notice that this estimator is not symmetric; that is, rPij is generally different from rPji. Since we have

assumed Pij “ Pji in Assumption 2.1, we take the average of the two estimates for pi, jq and pj, iq:

pPij “ pPji :“
rPij ` rPji

2
. (3.1)

Then, with this propensity score estimator, the NKS estimators for mijp0q and mijp1q are given by

pmijp0q :“

ř

i1‰iwpi, i1qp1 ´ Ai1jqYi1j

1 ´ pPij

, pmijp1q :“

ř

i1‰iwpi, i1qAi1jYi1j

pPij

,

respectively. Finally, our proposed DATE estimator is defined as

pτij :“ pmijp1q ´ pmijp0q. (3.2)

Moreover, the estimators for IATE and GATE are obtained by

pτ IATE
i :“

1

n ´ 1

ÿ

j‰i

pτij , pτGATE :“
1

n

ÿ

iPrns

pτ IATE
i , (3.3)

respectively.

3.2 Rate of Convergence

In this subsection, we derive the convergence rate of the NKS estimator. We impose the following

assumptions on the kernel weighting function K and the bandwidth b.

Assumption 3.3 (Kernel). The kernel function K : R` Ñ R` satisfies (i) Kpuq “ 0 for all u ą 1,

and (ii) there exist constants CK, CK P p0,8q such that Kpuq P rCK, CKs for all u P r0, 1s.

Assumption 3.4 (Bandwidth). Letting h :“ C0

a

plog nq{n with a constant C0 P p0, 1s, the bandwidth

b is set to the h-th sample quantile of t rdpi, i1q : i1 P rns, i1 ‰ iu.

Assumption 3.3 requires the kernel function K to be supported on the unit interval and bounded

away from zero and above by a constant on the support. The uniform kernel function is a typical

example that satisfies this assumption. Furthermore, commonly used compact support kernel functions

can satisfy Assumption 3.3 if we make slight modifications on their functional forms. For instance,

in line with Assumption 3.3, the triangular and Epanechnikov kernel functions can be respectively
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modified as

Ktripuq “ pCK ` 1 ´ uq ¨ 1tu ď 1u,

Kepapuq “ rCK ` 0.75p1 ´ u2qs ¨ 1tu ď 1u,

with some constant CK ą 0. The motivation behind this modification stems from the discrete nature

of rdpi, i1q. That is, due to the limited variation in the value of rdpi, i1q, particularly for small n, it

is often the case that a certain number of observations who are exactly b distant away from i exist.

Consequently, when using standard kernel weight functions whose value degenerates to zero at the

boundary, the resulting number of observations involved in the estimation can unintentionally be

small, leading to a large variance. We numerically check this issue in Appendix B – see Table B.1 for

more detail.

Assumption 3.4 is a technical condition that is needed to derive the rate of convergence of our NKS

estimator. The same assumption is introduced in Zhang et al. (2017). In our numerical simulations,

we confirm that the estimator with C0 “ 1 performs reasonably well.

To derive the convergence rate of the NKS estimator, we assume that graphon f is a piecewise-

Lipschitz function. The following definition is due to Definition 2 of Zhang et al. (2017).

Definition 3.1 (Piecewise-Lipschitz graphon family). For any δ, L ą 0, let Fδ;L denote a family

of piecewise-Lipschitz graphon functions f : r0, 1s2 Ñ r0, 1s such that (i) there exists an integer

K ě 1 and a sequence 0 “ x0 ă ¨ ¨ ¨ ă xK “ 1 satisfying min0ďkďK´1pxk`1 ´ xkq ě δ, and (ii) both

|fpu1, vq´fpu2, vq| ď L|u1´u2| and |fpu, v1q´fpu, v2q| ď L|v1´v2| hold for all u, u1, u2 P rxk1 , xk1`1s,

v, v1, v2 P rxk2 , xk2`1s, and 0 ď k1, k2 ď K ´ 1.

Assumption 3.5 (Piecewise-Lipschitz graphon). The graphon f is an element of Fδn;L satisfying

δn{
a

plog nq{n Ñ 8 for a global constant L ą 0 and the number of pieces Kn ě 1 such that Kn Ñ 8

while min1ďkďKn |Ik|{
a

plog nq{n Ñ 8, where Ik “ rxk´1, xkq for 1 ď k ď Kn ´ 1, and IKn “

rxKn´1, xKns

Lastly, we impose the following set of assumptions on the potential outcomes.

Assumption 3.6 (Potential outcome). (i) For all i P rns, j ‰ i, and a P t0, 1u, the potential

outcome is given by

Yijpaq “ ya
`

Ui, Uj , ξijpaq
˘

,

where tξijpaqu are independent.

(ii) There exists a constant CY ą 0 such that |Yijpaq| ď CY for all i P rns, j ‰ i, and a P t0, 1u.

(iii) There exists a constant LY ą 0 such that

|ErYi1jpaq | Pi1js ´ ErYijpaq | Pijs| ď LY |Pi1j ´ Pij | (a.s.)

for all i P rns, i1 P Ni, and a P t0, 1u, where Ni :“ ti1 P rns : i1 ‰ i : rdpi, i1q ď bu.
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In Assumption 3.6(ii), we assume that the potential outcomes are bounded, which is in fact stronger

than necessary, but significantly facilitates theoretical investigations. Assumption 3.6(iii) is a high-

level condition. This can be satisfied, for instance when tYijpaqu are identically distributed such that

ErYij | Pijs “ gpPijq and g is LY -Lipschitz on r0, 1s.

Now, we are ready to present our main theorem, which gives the convergence rate of the KNS

estimator for the DATE parameter with respect to the following matrix norm: for n ˆ n matrices A

and B with zero diagonals, we define the normalized p2,8q matrix norm as

d2,8pA,Bq :“ max
1ďiďn

}Ai¨ ´ Bi¨}2{
?
n ´ 1,

where } ¨ }2 denotes the Euclidean norm.

Theorem 3.1 (Rate of convergence). Under Assumptions 2.1 and 3.1 – 3.6,

“

d2,8ppτ , τq
‰2

ÀP
a

plog nq{n,

where pτ “ ppτijq and τ “ pτijq.

From Theorem 3.1 and Jensen’s inequality, we can obtain a bound for the convergence rate of the

IATE estimator as follows:

1

n

n
ÿ

i“1

ˇ

ˇ

pτ IATE
i ´ τ IATE

i

ˇ

ˇ

2
ÀP

a

plog nq{n.

Similarly, we can easily observe that |pτGATE ´ τGATE|2 ÀP
a

plog nq{n holds.

Note that these bounds including the one given in Theorem 3.1 are potentially very crude. It is

straightforward to see that the same bound as in Theorem 3.1 applies to rnpn´ 1qs´1 }pτ ´ τ}
2
F , where

}¨}F denotes the Frobenius norm. In the context of graphon estimation for a certain smooth graphon

class, it is known that the minimax rate with respect to the norm rnpn´ 1qs´1 } ¨ }
2
F is plog nq{n (Gao

et al., 2015; Zhang et al., 2017; Gao and Ma, 2021), which is square times faster than the derived

bound. One example of a graphon estimator that achieves the optimal rate is the combinatorial least

squares method proposed by Gao et al. (2015). However, this method is often impractical due to

its extreme computational complexity. It remains an open question whether a more computationally

efficient algorithm exists that achieves the optimal rate.3

3.3 Permutation Test

As shown in the previous subsection, the rate of convergence of the NKS estimator is non-standard.

Also, recalling that the construction of the pseudometric rdpi, i1q involves all information of A, the

3It is worth noting that the sorting algorithm proposed by Chan and Airoldi (2014) does not involve combinatorial
optimization and can achieve the minimax rate, but assuming additionally that the graphon is monotonic. It is certainly
possible to use these alternative graphon estimation methods to estimate the propensity scores and incorporate them
into the DATE estimation, which should be an important topic of future research. In the current manuscript, considering
its algorithmic simplicity, we advocate using the neighborhood smoothing method.
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neighborhood Ni of each i is endogenously determined. For these reasons, it is very challenging to

develop statistical inference methods by deriving a tractable limiting distribution. Alternatively, in

this subsection, we propose an easy-to-implement permutation inference method making full use of

the exchangeability assumption.

We consider testing the following sharp null hypothesis:

H0 : Yijp0q “ Yijp1q for all pi, jq.

Under H0, the observed outcome Yij satisfies Yij “ Yijp0q “ Yijp1q, and hence the potential outcomes

schedule W :“ tY p0q, Y p1qu is imputable from the observed outcomes Y , where Y p0q “ pYijp0qq,

Y p1q “ pYijp1qq, and Y “ pYijq. Consequently, H0 implies that τij “ 0 for all pi, jq, so that the

rejection of H0 indicates the significant presence of τij for some pi, jq.

For testing H0, let T pA,W q denote any real-valued test statistic, which can be computed under

H0. For example, we can consider the following test statistic:

T pA,W q “
1

npn ´ 1q

ÿ

iPrns

ÿ

j‰i

pτ2ij . (3.4)

Denote the set of all permutations of rns as G, such that |G| “ n!. For a given permutation g P G,

let gA “ pAgpiqgpjqq be the permuted treatment matrix. Then, the p-value for testing H0 is defined by

P pA,W q :“
1

n!

ÿ

gPG

1tT pgA,W q ě T pA,W qu. (3.5)

With a given nominal level α P r0, 1s, we reject H0 at the 100 ¨ α% significance level if P pA,W q ď α.

The next theorem demonstrates the size control property of our test under the additional assump-

tion that the pre-treatment outcomes Y p0q and the treatments A are independent.

Theorem 3.2 (Size control). Suppose that Assumption 2.1 holds. Also assume that A is independent

of Y p0q. Under H0, we have

PrP pA,W q ď α | A P Sa,W s ď α for any α P r0, 1s and a P supprAs, (3.6)

where Sa :“ tga : g P Gu and the probability is taken with respect to the conditional distribution of

A given A P Sa and W .

Note that the additional independence condition in Theorem 3.2 does not preclude the endogeneity

arising from the dependence between A and the treatment effect Yijp1q ´ Yijp0q. For example, the

assumption allows selection-on-returns, where units with higher Yijp1q ´Yijp0q are more likely to take

the treatment. In the presence of a more general form of endogeneity, there is no guarantee that (3.6)

holds, and our permutation test may not be valid. In such a case, an alternative testing procedure

should be developed, but this task is left for future research.
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4 Numerical Simulations

In this section, we conduct a set of numerical simulations to evaluate the performance of our method.

To save space, only the main results are reported here, and supplementary simulation results are

provided in Appendix B.

Setup. We consider two data generating processes (DGPs) for propensity scores. The first is a

stochastic block model with a covariate. Letting X1i
IID
„ Uniformr0, 1s be a unit-level covariate, the

units are classified into three groups according to the following group assignment probability:

PpZi “ z | X1iq “

$

&

%

zX1i{3 if z P t1, 2u,

1 ´ X1i if z “ 3,

where Zi P t1, 2, 3u indicates the group to which agent i is assigned. We then generate the propensity

score at each dyad as follows:

Pij “

$

&

%

r1 ` p1 ` zqpX1i ` X1jqs{10 if Zi “ Zj “ z for z P t1, 2, 3u,

p1 ` X1i ` X1jq{10 otherwise.

For the second DGP to generate the propensity score, we borrow the same network formation

model as Design A.1 in Graham (2017):

Pij “ F pX2iX2j ` βi ` βjq,

where F denotes the standard logistic cumulative distribution function, X2i P t´1, 1u is a unit-level

covariate such that PpX2i “ ´1q “ PpX2i “ 1q “ 0.5, and βi represents an individual-level degree

heterogeneity defined as βi “ ´0.5`Vi with a centered Beta random variable Vi
IID
„ pBetap1, 1q ´0.5q.

For both DGPs, the potential outcomes are generated by

Yijp0q “ ξij , Yijp1q “ Yijp0q ` γ0ζij ` γ1Pij ` γ2P
2
ij ,

where ξij , ζij
IID
„ Normalp0, 1q independent of tpX1i, X2i, Viqu. We consider the following three patterns

for the values of γ’s: (i) γ0 “ γ1 “ γ2 “ 0, (ii) γ0 “ γ1 “ 1, γ2 “ 0, and (iii) γ0 “ γ1 “ γ2 “ 1. Under

these three setups, the DATE parameter becomes (i) τij “ 0, (ii) τij “ Pij , and (iii) τij “ Pij ` P 2
ij ,

respectively. Also notice that Yijp0q “ Yijp1q in case (i). Hence, we refer to these as the null setup

and the linear and quadratic DATE setups, respectively.

For each setup, we consider two sample sizes: n P t40, 80u. For the choice of kernel weighting

function, in view of Assumption 3.3, we consider three kernel functions with CK “ 1: (i) uniform

kernel, (ii) triangular kernel, and (iii) Epanechnikov kernel. In line with Assumption 3.4, bandwidth

b is set to the h “
a

plog nq{n-th quantile of t rdpi, jquj:j‰i.

For each simulation scenario, we perform 1,000 Monte Carlo repetitions to assess the performance

of the NKS estimators for estimating DATE, IATE, GATE, and propensity score (i.e., (3.1), (3.2),
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and (3.3)) in terms of the average bias (AB) and average mean squared error (AMSE):

AB “
1

1000

1000
ÿ

r“1

»

–

1

npn ´ 1q

ÿ

iPrns

ÿ

j‰i

ppτ
prq

ij ´ τijq

fi

fl , AMSE “
1

1000

1000
ÿ

r“1

»

–

1

npn ´ 1q

ÿ

iPrns

ÿ

j‰i

ppτ
prq

ij ´ τijq
2

fi

fl ,

where the superscript prq indicates that it is obtained from the r-th replicated dataset. The AB and

AMSE for the IATE, GATE, and propensity score estimates are defined analogously. For evaluating

the permutation test, we report the rejection frequency (RF) among the 1,000 repetitions with nominal

levels of α P t0.1, 0.05, 0.01u. Considering the computational difficulty of calculating the p-value in

(3.5) due to the too large size of |G|, we approximate it by randomly drawing 1,000 permutations

from all n! possible permutations. The test statistic used is as given in (3.4).

Results. Tables 4.1 and 4.2 summarize the simulation results. For all simulation setups, AB and

AMSE for the DATE and propensity score estimates are satisfactorily small, especially when n is rel-

atively large. As expected from the fact that IATE and GATE are obtained by aggregating DATEs,

AMSEs for the IATE and GATE estimation are significantly smaller than those for the DATE esti-

mation.

When comparing the kernel functions, the three kernels demonstrate quite similar performances.

Particularly, the choice of kernel has almost no recognizable impact on the estimation of propensity

scores. However, for the estimation of DATEs, overall, the triangular and Epanechnikov kernels tend

to produce slightly smaller bias than the uniform kernel. In contrast, in terms of AMSE, the estimator

with the uniform kernel outperforms the other two.

For the performance of our permutation test, the RFs in the null setup are sufficiently close to

their nominal levels, which corroborates the result in Theorem 3.2. In contrast, in the linear and

quadratic DATE setups, the RFs are sufficiently high and tend to 100% as n increases, suggesting the

consistency of our permutation test.

5 Empirical Analysis

As an empirical illustration of our method, we investigate the effects of free trade agreements (FTAs)

on bilateral trade flows. This has been a classical and one of the most important empirical questions

in international economics (e.g., Tinbergen, 1962). In the literature, there seems to be an agreement

that FTAs indeed help increase exports and imports between member countries; however, it is still

somewhat unclear to what extent they are actually beneficial; see, for example, the discussion in

Nagengast and Yotov (2023). In addition, as mentioned above, since most papers on this topic

use a regression-based gravity model approach, which is not necessarily based on a causal inference

framework, our study would contribute to the literature in this respect.

In this empirical analysis, we focus on the trade flows across 37 selected countries and regions

mainly in Asia, Oceania, and North America.4 The outcomes of interest are bilateral export and import

4The list of countries included in our dataset: Indonesia, Cambodia, Singapore, Thailand, Philippines, Brunei,
Vietnam, Malaysia, Myanmar, Laos, Mongolia, India, Pakistan, Sri Lanka, Korea, China, Japan, Hong Kong, Australia,
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Table 4.1: Monte Carlo simulation results: AB and AMSE

DATE IATE GATE PS

n DGP (Y ) DGP (P ) Kernel AB AMSE AB AMSE AB AMSE AB AMSE

40 1 1 1 0.002 0.350 0.002 0.009 0.002 0.004 -0.017 0.018
40 1 1 2 0.002 0.360 0.002 0.009 0.002 0.004 -0.018 0.018
40 1 1 3 0.002 0.365 0.002 0.009 0.002 0.004 -0.018 0.018
80 1 1 1 0.001 0.224 0.001 0.003 0.001 0.001 -0.012 0.012
80 1 1 2 0.001 0.229 0.001 0.003 0.001 0.001 -0.012 0.012
80 1 1 3 0.001 0.232 0.001 0.003 0.001 0.001 -0.012 0.012

40 1 2 1 -0.003 0.466 -0.003 0.012 -0.003 0.004 -0.018 0.015
40 1 2 2 -0.003 0.479 -0.003 0.013 -0.003 0.004 -0.018 0.015
40 1 2 3 -0.003 0.484 -0.003 0.013 -0.003 0.004 -0.018 0.015
80 1 2 1 0.001 0.348 0.001 0.004 0.001 0.001 -0.010 0.007
80 1 2 2 0.001 0.356 0.001 0.005 0.001 0.001 -0.010 0.007
80 1 2 3 0.001 0.360 0.001 0.005 0.001 0.001 -0.010 0.007

40 2 1 1 0.037 0.646 0.037 0.023 0.037 0.009 -0.017 0.018
40 2 1 2 0.037 0.663 0.037 0.024 0.037 0.009 -0.018 0.018
40 2 1 3 0.036 0.672 0.036 0.024 0.036 0.009 -0.018 0.018
80 2 1 1 0.024 0.410 0.024 0.009 0.024 0.002 -0.012 0.012
80 2 1 2 0.023 0.419 0.023 0.009 0.023 0.002 -0.012 0.012
80 2 1 3 0.023 0.424 0.023 0.009 0.023 0.002 -0.012 0.012

40 2 2 1 0.049 0.868 0.049 0.033 0.049 0.010 -0.018 0.015
40 2 2 2 0.045 0.889 0.045 0.033 0.045 0.009 -0.018 0.015
40 2 2 3 0.044 0.897 0.044 0.033 0.044 0.009 -0.018 0.015
80 2 2 1 0.012 0.637 0.012 0.013 0.012 0.002 -0.010 0.007
80 2 2 2 0.011 0.652 0.011 0.012 0.011 0.002 -0.010 0.007
80 2 2 3 0.011 0.658 0.011 0.012 0.011 0.002 -0.010 0.007

40 3 1 1 0.060 0.688 0.060 0.034 0.060 0.011 -0.017 0.018
40 3 1 2 0.059 0.704 0.059 0.034 0.059 0.011 -0.018 0.018
40 3 1 3 0.059 0.712 0.059 0.034 0.059 0.011 -0.018 0.018
80 3 1 1 0.040 0.435 0.040 0.014 0.040 0.003 -0.012 0.012
80 3 1 2 0.039 0.443 0.039 0.014 0.039 0.003 -0.012 0.012
80 3 1 3 0.039 0.448 0.039 0.014 0.039 0.003 -0.012 0.012

40 3 2 1 0.081 0.921 0.081 0.051 0.081 0.014 -0.018 0.015
40 3 2 2 0.075 0.937 0.075 0.049 0.075 0.013 -0.018 0.015
40 3 2 3 0.074 0.944 0.074 0.049 0.074 0.013 -0.018 0.015
80 3 2 1 0.019 0.653 0.019 0.020 0.019 0.003 -0.010 0.007
80 3 2 2 0.017 0.666 0.017 0.019 0.017 0.002 -0.010 0.007
80 3 2 3 0.017 0.672 0.017 0.019 0.017 0.002 -0.010 0.007

Abbreviations: PS (propensity score), AB (average bias), AMSE (average MSE).
DGP (Y ) P t1 (null), 2 (linear DATE), 3 (quadratic DATE)u.
DGP (P ) P t1 (stochastic block model), 2 (degree heterogeneity model)u.

Kernel P t1 (uniform), 2 (triangular), 3 (Epanechnikov)u, with a baseline constant CK “ 1.
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Table 4.2: Monte Carlo simulation results: Rejection frequency

Permutation test

n DGP (Y ) DGP (P ) Kernel RF (α “ 0.1) RF (α “ 0.05) RF (α “ 0.01)

40 1 1 1 0.112 0.063 0.018
40 1 1 2 0.107 0.062 0.018
40 1 1 3 0.108 0.062 0.018
80 1 1 1 0.088 0.038 0.005
80 1 1 2 0.089 0.041 0.004
80 1 1 3 0.091 0.041 0.004

40 1 2 1 0.108 0.044 0.008
40 1 2 2 0.106 0.045 0.008
40 1 2 3 0.105 0.045 0.007
80 1 2 1 0.090 0.033 0.007
80 1 2 2 0.095 0.037 0.006
80 1 2 3 0.095 0.039 0.006

40 2 1 1 0.996 0.987 0.935
40 2 1 2 0.995 0.987 0.930
40 2 1 3 0.995 0.986 0.930
80 2 1 1 1.000 1.000 1.000
80 2 1 2 1.000 1.000 1.000
80 2 1 3 1.000 1.000 1.000

40 2 2 1 0.984 0.959 0.853
40 2 2 2 0.983 0.956 0.832
40 2 2 3 0.983 0.953 0.824
80 2 2 1 1.000 1.000 0.998
80 2 2 2 1.000 1.000 0.998
80 2 2 3 1.000 1.000 0.998

40 3 1 1 0.999 0.998 0.990
40 3 1 2 1.000 0.998 0.991
40 3 1 3 1.000 0.998 0.991
80 3 1 1 1.000 1.000 1.000
80 3 1 2 1.000 1.000 1.000
80 3 1 3 1.000 1.000 1.000

40 3 2 1 1.000 0.996 0.970
40 3 2 2 0.999 0.995 0.965
40 3 2 3 0.999 0.995 0.964
80 3 2 1 1.000 1.000 1.000
80 3 2 2 1.000 1.000 1.000
80 3 2 3 1.000 1.000 1.000

Abbreviation: RF (rejection frequency).
DGP (Y ) P t1 (null), 2 (linear DATE), 3 (quadratic DATE)u.
DGP (P ) P t1 (stochastic block model), 2 (degree heterogeneity model)u.

Kernel P t1 (uniform), 2 (triangular), 3 (Epanechnikov)u, with a baseline constant CK “ 1.
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amounts. Considering huge variation and unbalance of these values across countries, we transform

them into percents of total exports and imports with all countries. The data of exports and imports for

the year 2021 are obtained from the World Integrated Trade Solution (WITS), World Bank (https:

//wits.worldbank.org).

For the treatment variable, we consider all FTAs related to our sample countries that were enacted

as of 2021. The data for the FTAs are obtained from the website of Japan External Trade Organization

(JETRO) (https://www.jetro.go.jp/theme/wto-fta/ftalist.html). We do not differentiate be-

tween the contents of FTAs. If a pair of countries jointly participates in at least one FTA, we consider

that dyad as treated.

Figure 5.1 shows the FTA network of our data. Among the total of 666 dyads, the number of

treated dyads is 197. In our dataset, Singapore has the largest number of FTA partners (degree 27),

and the country with the smallest is Mongolia (degree 1).

Figure 5.1: FTA network

Based on this dataset, we estimate the treatment effects of FTAs using the same estimation

procedure as in the simulation experiment in Section 4. For the choice of kernel function, we use the

uniform kernel. The estimated IATEs on exports and imports for all countries are depicted in Figure

5.2. We can observe that for both exports and imports, the impacts of FTAs are positive for almost

all countries. In line with this, the permutation test of no treatment effects yields p-values of 0.052

New Zealand, United Arab Emirates, Bahrain, Oman, Qatar, Kuwait, Saudi Arabia, Jordan, Lebanon, Israel, Canada,
United States, Russia, Turkey, Kazakhstan, Tajikistan, Kyrgyz, and Uzbekistan.
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and 0.018 for exports and imports, respectively, which would indicate the significant impacts of FTAs.

It appears that there is a positive correlation between the impacts on exports and those on imports,

suggesting that FTAs are mutually beneficial for both “origin” and “destination” countries. For both

exports and imports, the presence of an FTA increases the trade volume between countries by up to

approximately 4 percent points. Averaged over the countries, the estimated GATE on exports is 1.938

and that on imports is 2.161, suggesting that the impact of establishing an FTA, on average, increases

trade inflow and outflow by about 2 percent of the total. Meanwhile, we could not observe the impact

of FTA only in Singapore. As mentioned above, Singapore has FTAs with almost three-quarters of

the countries in the dataset, which might have made it more difficult to identify the impact of FTAs

compared with other countries.

To investigate the nature of treatment heterogeneity, we draw scatter plots of IATE against in-

dividual average propensity score (IAPS), defined in a similar manner to IATE, in Figure 5.3. In-

terestingly, the scatter plots reveal a certain negative correlation between the treatment effect and

propensity score. This observation might indicate the possibility of decreasing marginal returns to the

number of FTAs.

(a) Export share (%)

(b) Import share (%)

Figure 5.2: The estimated IATEs
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(a) Export share (%) (b) Import share (%)

Figure 5.3: IATE vs. IAPS

6 Conclusion

In this paper, we developed a statistical inference method for assessing the effects of a dyadic treatment

on a dyadic outcome. Our main focus was on estimating the dyadic average treatment effect (DATE),

which represents the difference in mean potential outcomes conditional on the propensity score with

respect to unit-level latent attributes. By assuming the exchangeability for the distribution of dyadic

treatments, we proposed the neighborhood kernel smoothing (NKS) estimator for estimating the

DATE parameter and derived its convergence rate. For testing the null hypothesis of no treatment

effects, we introduced a permutation inference method based on the exchangeability of treatments and

the exogeneity of pre-treatment outcomes. To demonstrate the empirical usefulness of our method,

we conducted an analysis on the impacts of FTAs on bilateral trade flows. Our findings suggested

that enacting an FTA increases both exports and imports between two countries by approximately

two percent points, on average.

The validity of our proposed approach relies heavily on the exchangeability assumption, which in-

troduces important restrictions on the data. For instance, it implies a dense network structure for the

treatment network and imposes limitations on the dependence structure within and across dyads. To

address these issues, we can consider extending our method by incorporating sparse graphon estima-

tors, such as the one in Klopp et al. (2017). Additionally, we could explore incorporating observable

dyad-level covariates into our framework to accommodate some dependencies more effectively. These

would be promising directions for future research.
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A Proofs

A.1 Proof of Proposition 3.1

By the law of iterated expectations, we have

PrAij “ 1 | Yijp0q, Yijp1q, Pijs “ ErAij | Yijp0q, Yijp1q, Pijs

“ E
”

ErAij | Yijp0q, Yijp1q, Ui, Ujs

ˇ

ˇ

ˇ
Yijp0q, Yijp1q, Pij

ı

“ E
”

ErAij | Ui, Ujs

ˇ

ˇ

ˇ
Yijp0q, Yijp1q, Pij

ı

“ Pij ,

implying the conditional independence between pYijp0q, Yijp1qq and Aij given Pij . Given this, it holds

that

mijpaq “ ErYij | Aij “ a, Pijs “ ErYijpaq | Aij “ a, Pijs “ ErYijpaq | Pijs for a P t0, 1u.

This completes the proof.

A.2 Proof of Theorem 3.1

For a P t0, 1u, let

µijpaq :“ Er1tAij “ au ¨ Yij | Pijs, pµijpaq :“
ÿ

i1PNi

wpi, i1q ¨ 1tAi1j “ au ¨ Yi1j .

By construction, mijp1q “ µijp1q{Pij and mijp0q “ µijp0q{p1´Pijq. Similarly, the following equalities

hold: pmijp1q “ pµijp1q{ pPij and pmijp0q “ pµijp0q{p1 ´ pPijq.

By the cr inequality,

1

n ´ 1
}pτi¨ ´ τi¨}

2
2 “

1

n ´ 1

›

›

`

pmi¨p1q ´ mi¨p1q
˘

´
`

pmi¨p0q ´ mi¨p0q
˘
›

›

2

2

ď
2

n ´ 1

ÿ

aPt0,1u

} pmi¨paq ´ mi¨paq}22.

Then, it suffices to show that for all i P rns and a P t0, 1u,

1

n ´ 1
} pmi¨paq ´ mi¨paq}22 “

1

n ´ 1

ÿ

j‰i

`

pmijpaq ´ mijpaq
˘2

ÀP
a

plog nq{n.

We focus on the term for a “ 1 and the proof for a “ 0 is analogous. Noting that

pmijp1q ´ mijp1q “
pµijp1q

pPij

´
µijp1q

Pij
“

1

pPij

`

pµijp1q ´ µijp1q
˘

`
µijp1q

pPijPij

`

pPij ´ Pij

˘

,
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the cr inequality yields

1

n ´ 1
} pmi¨p1q ´ mi¨p1q}22

“
1

n ´ 1

ÿ

j‰i

˜

1

pPij

`

pµijp1q ´ µijp1q
˘

`
µijp1q

pPijPij

`

pPij ´ Pij

˘

¸2

ď
2

n ´ 1

ÿ

j‰i

˜

1

pPij

`

pµijp1q ´ µijp1q
˘

¸2

`
2

n ´ 1

ÿ

j‰i

˜

µijp1q

pPijPij

`

pPij ´ Pij

˘

¸2

. (A.1)

For the first term of (A.1),

1

n ´ 1

ÿ

j‰i

˜

1

pPij

`

pµijp1q ´ µijp1q
˘

¸2

ď

˜

max
j‰i

1

pP 2
ij

¸ ˜

1

n ´ 1

ÿ

j‰i

`

pµijp1q ´ µijp1q
˘2

¸

ÀP
a

plog nq{n,

where the last line follows from Lemma A.1 and Assumption 3.2. Similarly, for the second term of

(A.1),

1

n ´ 1

ÿ

j‰i

˜

µijp1q

pPijPij

`

pPij ´ Pij

˘

¸2

ď

˜

max
j‰i

µ2
ijp1q

pP 2
ijP

2
ij

¸ ˜

1

n ´ 1

ÿ

j‰i

`

pPij ´ Pij

˘2

¸

ÀP
a

plog nq{n,

where the last line follows from Lemma A.1 and Assumptions 3.2 and 3.6(ii). This completes the

proof.

Lemma A.1. Under Assumptions 2.1 and 3.3 – 3.5, we have

”

d2,8
`

pP , P
˘

ı2
ÀP

a

plog nq{n, (A.2)

where pP “ p pPijq and P “ pPijq. If Assumptions 3.1 – 3.2 and 3.6 hold additionally, then

“

d2,8
`

pµpaq, µpaq
˘‰2

ÀP
a

plog nq{n for a P t0, 1u, (A.3)

where pµpaq “ ppµijpaqq and µpaq “ pµijpaqq.

Proof. By the cr inequality, observe that

”

d2,8
`

pP , P
˘

ı2
“ max

1ďiďn

«

1

n ´ 1

ÿ

j‰i

p pPij ´ Pijq
2

ff

“ max
1ďiďn

»

–

1

n ´ 1

ÿ

j‰i

˜

rPij ` rPji

2
´

Pij ` Pji

2

¸2
fi

fl
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ď
1

2
max
1ďiďn

«

1

n ´ 1

ÿ

j‰i

p rPij ´ Pijq
2 `

1

n ´ 1

ÿ

j‰i

p rPji ´ Pjiq
2

ff

ď
1

2

”

d2,8
`

rP , P
˘

ı2
`

1

2

”

d2,8
`

rPJ, PJ
˘

ı2
.

Thus, to obtain (A.2), it suffices to show that

”

d2,8
`

rP , P
˘

ı2
ÀP

a

plog nq{n, (A.4)
”

d2,8
`

rPJ, PJ
˘

ı2
ÀP

a

plog nq{n. (A.5)

We proceed the proof by following a similar argument to the proof of Theorem 1 of Zhang et al.

(2017). For exposition purposes, we focus on the proofs of (A.3) for a “ 1 and (A.4) only since the

proofs of (A.3) for a “ 0 and (A.5) are similar and can be safely omitted. Letting θij denote either

Pij or µijp1q, the corresponding estimator rPij or pµijp1q can be written as

pθij :“
ÿ

i1PNi

wpi, i1qAi1jZi1j with wpi, i1q “ K

˜

rdpi, i1q

b

¸O

ÿ

lPNi

K

˜

rdpi, lq

b

¸

,

where

Zi1j “

$

&

%

1 if θij “ Pij ,

Yi1j if θij “ µijp1q.

To begin with, we provide several useful results. First, it is easy to see from the definition of Ni

and the choice of b that

|Ni| ě C0

a

n log n,

where C0 is as in Assumption 3.4. With this, the denominator of wpi, i1q is bounded below from

C1
?
n log n for some constant C1 ą 0:

Di :“
ÿ

lPNi

K

˜

rdpi, lq

b

¸

ě CK|Ni| ě C1

a

n log n, (A.6)

where the first inequality follows from Assumption 3.3(ii). Moreover, since 0 ď wpi, i1q ď 1 for all

i1 ‰ i, Assumption 3.3(ii) and (A.6) lead to

wpi, i1q “ D´1
i K

˜

rdpi, i1q

b

¸

À
1

?
n log n

.
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Using
ř

i1PNi
wpi, i1q “ 1 and the cr inequality, observe that

1

n ´ 1

ÿ

j‰i

ppθij ´ θijq
2 “

1

n ´ 1

ÿ

j‰i

«

ÿ

i1PNi

wpi, i1qpAi1jZi1j ´ θijq

ff2

“
1

n ´ 1

ÿ

j‰i

«

ÿ

i1PNi

wpi, i1qpAi1jZi1j ´ θi1jq `
ÿ

i1PNi

wpi, i1qpθi1j ´ θijq

ff2

ď
2

n ´ 1

ÿ

j‰i

«

ÿ

i1PNi

wpi, i1qpAi1jZi1j ´ θi1jq

ff2

`
2

n ´ 1

ÿ

j‰i

«

ÿ

i1PNi

wpi, i1qpθi1j ´ θijq

ff2

“: 2J1piq ` 2J2piq.

Below, we show that J1piq ÀP
a

plog nq{n and J2piq ÀP
a

plog nq{n for all i P rns.

To bound J1piq, observe that

J1piq “
1

n ´ 1

ÿ

j‰i

«

ÿ

i1PNi

wpi, i1qpAi1jZi1j ´ θi1jq

ff2

“
1

n ´ 1

ÿ

j‰i

ÿ

i1PNi

ÿ

i2PNi

wpi, i1qwpi, i2qpAi1jZi1j ´ θi1jqpAi2jZi2j ´ θi2jq

“
1

n ´ 1

ÿ

j‰i

ÿ

i1PNi

w2pi, i1qpAi1jZi1j ´ θi1jq
2

`
1

n ´ 1

ÿ

j‰i

ÿ

i1PNi

ÿ

i2PNi,i2‰i1

wpi, i1qwpi, i2qpAi1jZi1j ´ θi1jqpAi2jZi2j ´ θi2jq

“: J11piq ` J12piq.

Here, note that

|AijZij ´ θij | “

$

&

%

|Aij ´ Pij | ď 1 if θij “ Pij ,

|AijYij ´ µijp1q| ď 2CY if θij “ µijp1q,
(A.7)

by Assumption 3.6(ii). Then, letting C2 “ 1 _ 2CY , we have

J11piq ď
C2
2

n ´ 1

ÿ

j‰i

ÿ

i1PNi

w2pi, i1q

ď
C2
2CK

pn ´ 1qDi

ÿ

j‰i

ÿ

i1PNi

wpi, i1q À 1{
a

n log n,

where the second inequality follows from Assumption 3.3(ii) and the last line from (A.6) and
ř

i1PNi
wpi, i1q “

1.

27



To bound J12piq, observe that

|J12piq| ď
ÿ

i1PNi

ÿ

i2PNi,i2‰i1

wpi, i1qwpi, i2q

ˇ

ˇ

ˇ

ˇ

ˇ

1

n ´ 1

ÿ

j‰i

pAi1jZi1j ´ θi1jqpAi2jZi2j ´ θi2jq

ˇ

ˇ

ˇ

ˇ

ˇ

ď
ÿ

i1PNi

ÿ

i2PNi,i2‰i1

wpi, i1qwpi, i2q

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1

n ´ 3

ÿ

j‰i,i1,i2

pAi1jZi1j ´ θi1jqpAi2jZi2j ´ θi2jq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

,

where we used the fact that AiiZii´θii “ 0 for all i P rns. Noting that ErpAi1jZi1j´θi1jqpAi2jZi2j´θi2jq |

Ui1 , Ui2s “ 0, by (A.7) and Assumptions 2.1 and 3.6(i), Hoeffding’s inequality yields that for any ϵ ą 0,

n ą 3, and a constant C3 ą 2 _ 64C4
Y

P

¨

˝

ˇ

ˇ

ˇ

ˇ

ˇ

1

n ´ 3

ÿ

j‰i,i1,i2

pAi1jZi1j ´ θi1jqpAi2jZi2j ´ θi2jq

ˇ

ˇ

ˇ

ˇ

ˇ

ě ϵ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Ui1 , Ui2

˛

‚ď 2 exp

ˆ

´
pn ´ 3qϵ2

C3

˙

ď 2 exp

ˆ

´
nϵ2

4C3

˙

.

Hence, by the law of iterated expectations and Boole’s inequality,

P

¨

˝ max
pi1,i2q:i1‰i2‰i

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1

n ´ 3

ÿ

j‰i,i1,i2

pAi1jZi1j ´ θi1jqpAi2jZi2j ´ θi2jq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ě ϵ

˛

‚ď 2n2 exp

ˆ

´
nϵ2

4C3

˙

.

Setting ϵ “ 2C3

a

plog nq{n yields

2n2 exp

ˆ

´
nϵ2

4C3

˙

“ 2n2 exp p´C3 log nq “ 2n2´C3 “ op1q,

implying that J12piq ÀP
a

plog nq{n. Combining the results derived so far, we obtain

J1piq ÀP 1{
a

n log n `
a

plog nq{n. (A.8)

To bound J2piq, observe that

J2piq “
1

n ´ 1

ÿ

j‰i

«

ÿ

i1PNi

wpi, i1qpθi1j ´ θijq

ff2

ď
1

n ´ 1

ÿ

j‰i

ÿ

i1PNi

wpi, i1qpθi1j ´ θijq
2

À
ÿ

i1PNi

wpi, i1q

«

1

n ´ 1

ÿ

j‰i

pθi1j ´ θijq
2

ff

,
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by Jensen’s inequality. When θij “ Pij , Lemma 2 of Zhang et al. (2017) shows that

1

n ´ 1

ÿ

j‰i

pθi1j ´ θijq
2 “

1

n ´ 1

ÿ

j‰i

pPi1j ´ Pijq
2

ÀP
a

plog nq{n

for all i P rns and i1 P Ni. When θij “ µijp1q, for all i P rns and i1 P Ni,

1

n ´ 1

ÿ

j‰i

pθi1j ´ θijq
2 “

1

n ´ 1

ÿ

j‰i

´

µi1jp1q ´ µijp1q

¯2

“
1

n ´ 1

ÿ

j‰i

´

ErAi1jYi1jp1q | Pi1js ´ ErAijYijp1q | Pijs

¯2

“
1

n ´ 1

ÿ

j‰i

´

Pi1jErYi1jp1q | Pi1js ´ PijErYijp1q | Pijs

¯2

ď
2C2

Y

n ´ 1

ÿ

j‰i

´

Pi1j ´ Pij

¯2
`

2C
2
P

n ´ 1

ÿ

j‰i

´

ErYi1jp1q | Pi1js ´ ErYijp1q | Pijs

¯2

ď
2C2

Y

n ´ 1

ÿ

j‰i

´

Pi1j ´ Pij

¯2
`

2C
2
PL

2
Y

n ´ 1

ÿ

j‰i

´

Pi1j ´ Pij

¯2

ÀP
a

plog nq{n,

where the third equality follows from Assumption 3.1, the first inequality follows from the cr inequality

and Assumptions 3.2 and 3.6(ii), the second inequality follows from Assumption 3.6(iii), and the last

line follows from Lemma 2 of Zhang et al. (2017). Thus, we obtain

J2piq ÀP
a

plog nq{n. (A.9)

Combining (A.8) and (A.9) yields the desired result.

A.3 Proof of Theorem 3.2

First, note that P pA,W q in (3.5) is computable because T pgA,W q for any g P G is imputable under

H0. Then, denoting SA “ tgA : g P Gu, we show that under H0

P pA,W q “ P˚rT pA˚,W q ě T pA,W q | A˚ P SA, A,W s, (A.10)

where A˚ denotes an independent copy of A such that A˚, A, and W are mutually independent, and

P˚ indicates the (conditional) probability taken with respect to the (conditional) distribution of A˚.

Note that without the independence assumption between A and Y p0q, it is not possible to consider

such A˚ independent of W under H0. The right-hand side of (A.10) can be rewritten as

P˚rT pA˚,W q ě T pA,W q | A˚ P SA, A,W s “ P˚rT pA˚,W q ě T pA,W q | A˚ P SAs
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“
1

n!

ÿ

gPG

1tT pgA,W q ě T pA,W qu

“ P pA,W q,

where the first equality follows from the mutual independence between A˚, A, and W and the second

equality follows from the exchangeability in Assumption 2.1.

For any fixed a P supprAs, let Fap¨;W q denote the CDF of ´T pA,W q given A P Sa and W . Given

A P Sa (so SA “ Sa by construction), the right-hand side of (A.10) can be written as

P pA,W q “ P˚rT pA˚,W q ě T pA,W q | A˚ P Sa, A,W s

“ P˚rT pA˚,W q ě T pA,W q | A˚ P Sa,W s

“ Fap´T pA,W q;W q,

where the second equality follows from the mutual independence between A˚, A, and W . The desired

result (3.6) follows from the fact that ´T pA,W q has the CDF Fap¨;W q conditional on A P Sa and

W .

B Additional Simulation Results

In this appendix, we present the supplementary simulation results that complement the discussion in

Section 4.

To verify the importance of Assumption 3.3(ii) that requires the kernel function K to be bounded

away from zero, we examine how the simulation results change when we use the standard triangular

and Epanechnikov kernels that vanish outside r0, 1s. We consider the same simulation setup as in

Section 4 except that we use the standard triangular and Epanechnikov kernels. The simulation

results are given in Table B.1, where 4 and 5 in the column “Kernel” indicate the standard triangular

and Epanechnikov kernels, respectively. Differently from the main simulation results in Table 4.1,

AMSE for the DATE estimation in Table B.1 is drastically worse, which highlights the importance of

Assumption 3.3(ii).

Recall that we set the bandwidth parameter b as the h “
a

plog nq{n-th quantile of t rdpi, jquj:j‰i

for the main Monte Carlo experiment in Section 4. To investigate how the performance of our method

depends on this bandwidth selection, we report the simulation results when setting h “ 0.5
a

plog nq{n

and h “ 2
a

plog nq{n in Tables B.2 and B.3. Comments similar to the main simulation results reported

in Table 4.1 can apply, and interestingly, the largest bandwidth outperforms the other choices in this

simulation setup.
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Table B.1: Additional Monte Carlo simulation results: Importance of Assumption 3.3(ii)

DATE IATE GATE PS

n DGP (Y ) DGP (P ) Kernel AB AMSE AB AMSE AB AMSE AB AMSE

40 1 1 4 0.002 1.113 0.002 0.028 0.002 0.004 -0.022 0.038
40 1 1 5 0.002 1.105 0.002 0.028 0.002 0.004 -0.022 0.038
80 1 1 4 0.000 0.666 0.000 0.008 0.000 0.001 -0.011 0.019
80 1 1 5 0.000 0.656 0.000 0.008 0.000 0.001 -0.011 0.019

40 1 2 4 -0.003 0.928 -0.003 0.024 -0.003 0.004 -0.019 0.024
40 1 2 5 -0.003 0.914 -0.003 0.024 -0.003 0.004 -0.019 0.024
80 1 2 4 0.001 0.634 0.001 0.008 0.001 0.001 -0.010 0.012
80 1 2 5 0.001 0.620 0.001 0.008 0.001 0.001 -0.010 0.011

40 2 1 4 0.006 1.982 0.006 0.059 0.006 0.007 -0.022 0.038
40 2 1 5 0.006 1.968 0.006 0.059 0.006 0.007 -0.022 0.038
80 2 1 4 0.014 1.201 0.014 0.018 0.014 0.002 -0.011 0.019
80 2 1 5 0.014 1.184 0.014 0.018 0.014 0.002 -0.011 0.019

40 2 2 4 0.007 1.654 0.007 0.048 0.007 0.008 -0.019 0.024
40 2 2 5 0.007 1.632 0.007 0.048 0.007 0.008 -0.019 0.024
80 2 2 4 0.003 1.142 0.003 0.017 0.003 0.002 -0.010 0.012
80 2 2 5 0.003 1.120 0.003 0.017 0.003 0.002 -0.010 0.011

40 3 1 4 0.017 2.056 0.017 0.070 0.017 0.008 -0.022 0.038
40 3 1 5 0.017 2.043 0.017 0.070 0.017 0.008 -0.022 0.038
80 3 1 4 0.025 1.235 0.025 0.023 0.025 0.003 -0.011 0.019
80 3 1 5 0.025 1.217 0.025 0.023 0.025 0.003 -0.011 0.019

40 3 2 4 0.017 1.705 0.017 0.059 0.017 0.008 -0.019 0.024
40 3 2 5 0.017 1.682 0.017 0.059 0.017 0.008 -0.019 0.024
80 3 2 4 0.005 1.158 0.005 0.022 0.005 0.002 -0.010 0.012
80 3 2 5 0.005 1.135 0.005 0.022 0.005 0.002 -0.010 0.011

Note: The same simulation setups are considered as in Table 4.1, except that 4 and 5 in the “Kernel” column indicate

the standard triangular and Epanechnikov kernels, respectively, which vanish outside r0, 1s.

31



Table B.2: Additional Monte Carlo simulation results: Bandwidth selection (h “ 0.5
a

plog nq{n)

DATE IATE GATE PS

n DGP (Y ) DGP (P ) Kernel AB AMSE AB AMSE AB AMSE AB AMSE

40 1 1 1 0.003 0.622 0.003 0.016 0.003 0.004 -0.018 0.023
40 1 1 2 0.003 0.631 0.003 0.016 0.003 0.004 -0.018 0.023
40 1 1 3 0.003 0.635 0.003 0.016 0.003 0.004 -0.018 0.023
80 1 1 1 0.001 0.403 0.001 0.005 0.001 0.001 -0.012 0.014
80 1 1 2 0.001 0.409 0.001 0.005 0.001 0.001 -0.012 0.014
80 1 1 3 0.001 0.413 0.001 0.005 0.001 0.001 -0.012 0.014

40 1 2 1 -0.003 0.760 -0.003 0.020 -0.003 0.004 -0.018 0.019
40 1 2 2 -0.003 0.773 -0.003 0.020 -0.003 0.004 -0.018 0.020
40 1 2 3 -0.003 0.778 -0.003 0.020 -0.003 0.004 -0.018 0.020
80 1 2 1 0.001 0.582 0.001 0.007 0.001 0.001 -0.010 0.010
80 1 2 2 0.001 0.591 0.001 0.008 0.001 0.001 -0.010 0.010
80 1 2 3 0.001 0.596 0.001 0.008 0.001 0.001 -0.010 0.011

40 2 1 1 0.030 1.145 0.030 0.035 0.030 0.008 -0.018 0.023
40 2 1 2 0.030 1.160 0.030 0.035 0.030 0.008 -0.018 0.023
40 2 1 3 0.030 1.168 0.030 0.035 0.030 0.008 -0.018 0.023
80 2 1 1 0.019 0.736 0.019 0.012 0.019 0.002 -0.012 0.014
80 2 1 2 0.019 0.746 0.019 0.012 0.019 0.002 -0.012 0.014
80 2 1 3 0.019 0.753 0.019 0.012 0.019 0.002 -0.012 0.014

40 2 2 1 0.015 1.378 0.015 0.042 0.015 0.008 -0.018 0.019
40 2 2 2 0.014 1.397 0.014 0.042 0.014 0.008 -0.018 0.020
40 2 2 3 0.014 1.407 0.014 0.042 0.014 0.008 -0.018 0.020
80 2 2 1 0.003 1.056 0.003 0.016 0.003 0.002 -0.010 0.010
80 2 2 2 0.003 1.070 0.003 0.016 0.003 0.002 -0.010 0.010
80 2 2 3 0.003 1.078 0.003 0.017 0.003 0.002 -0.010 0.011

40 3 1 1 0.049 1.195 0.049 0.044 0.049 0.010 -0.018 0.023
40 3 1 2 0.049 1.210 0.049 0.044 0.049 0.010 -0.018 0.023
40 3 1 3 0.049 1.218 0.049 0.044 0.049 0.010 -0.018 0.023
80 3 1 1 0.033 0.762 0.033 0.017 0.033 0.003 -0.012 0.014
80 3 1 2 0.032 0.772 0.032 0.017 0.032 0.003 -0.012 0.014
80 3 1 3 0.032 0.779 0.032 0.017 0.032 0.003 -0.012 0.014

40 3 2 1 0.029 1.423 0.029 0.053 0.029 0.009 -0.018 0.019
40 3 2 2 0.028 1.441 0.028 0.053 0.028 0.009 -0.018 0.020
40 3 2 3 0.028 1.451 0.028 0.053 0.028 0.009 -0.018 0.020
80 3 2 1 0.005 1.071 0.005 0.021 0.005 0.002 -0.010 0.010
80 3 2 2 0.004 1.085 0.004 0.021 0.004 0.002 -0.010 0.010
80 3 2 3 0.004 1.093 0.004 0.021 0.004 0.002 -0.010 0.011

Note: The same simulation setups are considered as in Table 4.1, except that the bandwidth is set to the h “

0.5
a

plognq{n-th quantile of t rdpi, jquj:j‰i.
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Table B.3: Additional Monte Carlo simulation results: Bandwidth selection (h “ 2
a

plog nq{n)

DATE IATE GATE PS

n DGP (Y ) DGP (P ) Kernel AB AMSE AB AMSE AB AMSE AB AMSE

40 1 1 1 0.002 0.193 0.002 0.005 0.002 0.004 -0.016 0.015
40 1 1 2 0.002 0.201 0.002 0.005 0.002 0.004 -0.016 0.015
40 1 1 3 0.002 0.204 0.002 0.005 0.002 0.004 -0.016 0.015
80 1 1 1 0.001 0.123 0.001 0.002 0.001 0.001 -0.012 0.011
80 1 1 2 0.001 0.127 0.001 0.002 0.001 0.001 -0.012 0.011
80 1 1 3 0.001 0.128 0.001 0.002 0.001 0.001 -0.012 0.011

40 1 2 1 -0.004 0.192 -0.004 0.005 -0.004 0.004 -0.015 0.023
40 1 2 2 -0.004 0.201 -0.004 0.005 -0.004 0.004 -0.016 0.018
40 1 2 3 -0.004 0.203 -0.004 0.005 -0.004 0.004 -0.016 0.018
80 1 2 1 0.001 0.154 0.001 0.002 0.001 0.001 -0.010 0.007
80 1 2 2 0.001 0.160 0.001 0.002 0.001 0.001 -0.010 0.006
80 1 2 3 0.001 0.161 0.001 0.002 0.001 0.001 -0.010 0.006

40 2 1 1 0.045 0.365 0.045 0.018 0.045 0.009 -0.016 0.015
40 2 1 2 0.043 0.377 0.043 0.018 0.043 0.008 -0.016 0.015
40 2 1 3 0.043 0.382 0.043 0.018 0.043 0.008 -0.016 0.015
80 2 1 1 0.031 0.232 0.031 0.008 0.031 0.003 -0.012 0.011
80 2 1 2 0.030 0.238 0.030 0.007 0.030 0.003 -0.012 0.011
80 2 1 3 0.029 0.241 0.029 0.007 0.029 0.003 -0.012 0.011

40 2 2 1 0.105 0.384 0.105 0.030 0.105 0.017 -0.015 0.023
40 2 2 2 0.098 0.392 0.098 0.028 0.098 0.015 -0.016 0.018
40 2 2 3 0.097 0.394 0.097 0.028 0.097 0.015 -0.016 0.018
80 2 2 1 0.058 0.294 0.058 0.015 0.058 0.005 -0.010 0.007
80 2 2 2 0.048 0.300 0.048 0.013 0.048 0.004 -0.010 0.006
80 2 2 3 0.047 0.302 0.047 0.013 0.047 0.004 -0.010 0.006

40 3 1 1 0.073 0.407 0.073 0.032 0.073 0.012 -0.016 0.015
40 3 1 2 0.070 0.417 0.070 0.031 0.070 0.012 -0.016 0.015
40 3 1 3 0.070 0.421 0.070 0.030 0.070 0.012 -0.016 0.015
80 3 1 1 0.052 0.261 0.052 0.015 0.052 0.004 -0.012 0.011
80 3 1 2 0.050 0.264 0.050 0.014 0.050 0.004 -0.012 0.011
80 3 1 3 0.050 0.267 0.050 0.014 0.050 0.004 -0.012 0.011

40 3 2 1 0.176 0.473 0.176 0.067 0.176 0.037 -0.015 0.023
40 3 2 2 0.163 0.468 0.163 0.061 0.163 0.033 -0.016 0.018
40 3 2 3 0.161 0.469 0.161 0.060 0.161 0.032 -0.016 0.018
80 3 2 1 0.093 0.331 0.093 0.034 0.093 0.011 -0.010 0.007
80 3 2 2 0.078 0.329 0.078 0.028 0.078 0.008 -0.010 0.006
80 3 2 3 0.076 0.329 0.076 0.028 0.076 0.008 -0.010 0.006

Note: The same simulation setups are considered as in Table 4.1, except that the bandwidth is set to the h “ 2
a

plognq{n-

th quantile of t rdpi, jquj:j‰i.
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