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Abstract

This paper tracks the effects of consumer monitoring on firms’ tax evasion along the
supply chain. To do so, I study a Mongolian government program, which incentivises
consumers to report their purchases. First, I estimate the effect of the program on
corporate income tax (CIT) and value-added tax (VAT), by comparing retailers who are
directly affected, and wholesalers, who are only indirectly affected. I find that retailers
increase their reported sales, but partly offset this by artificially inflating their costs on
CIT returns. As a result, retailers’ CIT liabilities increase by 11%. In comparison, their
VAT liabilities increase by 31% because VAT is less prone to such cost manipulation.
Second, I find that the program also increases the VAT liabilities of upstream firms by
about 15% when they are more likely to sell to (monitored) retailers, compared to the
upstream firms that sell to firms that are not directly monitored. The program does
not, however, affect the upstream firms’ reported CIT liabilities. My findings highlight
the enforcement advantage of VAT compared to CIT and that consumer monitoring
enhances the self-enforcing mechanism in VAT along the supply chain.
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1 Introduction

Power to tax lies at the heart of state development, and state capacity, in turn, is an
important factor for economic development. However, it is well known that developing
countries tax very little. Specifically, the tax-to-GDP ratio is positively correlated with
countries’ level of development [?]. Therefore, it is crucial to study tax enforcement and
explore the ways to strengthen it in developing countries. Firms play a crucial role in taxation
in all modern tax systems. They remit the majority of tax revenues to the government, either
with regard to their own tax liabilities or through the withholding of taxes of employees or
other businesses ([?]; [?]).1 Hence, much of the recent literature on tax enforcement and
development has focused on firms.

A growing body of literature has documented that third-party information reporting
in the form of consumer monitoring, whistle-blowers and paper trails could enhance tax
enforcement because tax authorities can use it to verify firms’ tax reporting (for example
[?]; [?]; [?]; [?]). In particular, it is well-known that VAT has a self-enforcing mechanism
that creates a paper trail on transactions between firms, which makes it harder to hide
the business-to-business (B2B) transactions from the authorities. The reason is that each
B2B transaction is reported twice, once by the seller and once by the buyer, which enables
the authorities to cross-check the information and detect any misreporting by the firms.
However, this built-in enforcement mechanism breaks down at the end of the supply chain
as final consumers do not typically report their purchases. This creates an opportunity for
the firms at the end of the supply chain to under-report sales and potentially collude with
upstream firms to evade tax.

This paper tracks the effects of using final consumers as “firms’ sales auditors” on
firms’ tax reporting behaviour along the supply chain. To do so, I exploit an anti-tax
evasion program, called E-receipt program, implemented by the Mongolian government in
2016, where consumers are incentivised to report their purchase.2 Using rich confidential
administrative tax data on firms’ tax returns as well as their trade network that span the
period between 2014 and 2018, I study the changes in tax liabilities of firms along the supply
chain. Specifically, I focus on firms’ VAT and CIT liabilities because they are the main taxes
that firms remit in most countries.3 More importantly, comparing these taxes in one setting
highlights the importance of third-party information. For CIT, it is known that third-party
information on firms’ sales does not necessarily lead to more tax payments even though it
increases firms’ reported sales (for example, [?]; [?]). This is because firms take advantage
of the fact that costs are less verifiable for tax authorities and offset the effect on their CIT
liabilities by reporting higher costs. For VAT, as discussed above, firms’ reported costs on

1To be specific, firms remit 85% of total tax revenue in OECD countries and India ([?]).
2Similar consumer monitoring programs were implemented in many other countries such as Brazil, Taiwan,

Portugal and Slovakia. See Section 2.2 for details of the program.
3They constitute more than 40% of the total tax revenue all around the world as shown in Figure A1.

The share is higher for low and middle-income countries. In particular, CIT and VAT together made up
47% of total tax revenue in Mongolia in 2016. In comparison, payroll tax accounted for 15% of the total tax
revenue in Mongolia.
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VAT returns are constrained by the declarations of suppliers. Therefore, it is harder to
manipulate costs on VAT returns.

I start by studying the direct effect of the program on the firms at the end of the
supply chain — retailers — because their sales are directly monitored by final consumers.
To identify the effects on retailers’ CIT and VAT reporting behaviour I use variation in
treatment intensity. I use a difference-in-difference (DiD) estimation method, where I take
retailers as a treatment group and wholesalers as a control group.4 I find that the program
increases retailers’ reported sales on CIT returns by 20%. However, retailers increase their
reported costs by 23% in response to the program, leading to only 11% increase in their
CIT obligations. Using tax audit data, I find that some of the increase in reported costs is
due to increased misreporting. On the other hand, I find stronger effects on VAT reporting.
Retailers’ reported sales on VAT return increase by 42%. Even though they report higher
input costs their VAT liabilities increase by 31%. There are two potential reasons why I find
a larger increase in retailers’ VAT liabilities than CIT liabilities. First, the composition of the
firms used for CIT and VAT analysis is different. All firms submit CIT returns in Mongolia,
but only large firms are liable for VAT. In other words, firms below the VAT threshold file
only CIT returns, but larger firms submit both CIT and VAT returns. Therefore, to directly
compare the CIT and VAT response, I restrict my sample to the large VAT-liable firms. I
still find larger effect on retailers’ VAT than CIT: their VAT and CIT liabilities increase by
25% and 17%, respectively. The second reason is the fact that it is relatively difficult for
firms to over-report their costs on VAT returns because they could be cross-checked with
reported sales of their trading partners. Consistent with this, the audit data do not show
any sign of increased cost over-reporting on VAT returns, unlike CIT.

It is important to note that any increase in reported costs of a VAT-liable retailer
must be associated with an increase in its upstream firms’ sales because of the self-enforcing
mechanism in VAT. This can happen if the retailer had been colluding with its upstream
firms and hiding (some of) the B2B transactions before the intervention. In other words,
any increase in reported input costs of retailers on VAT returns implies collusion along the
supply chain. Clearly such collusion is beneficial for the upstream firms because it reduces
their reported sales and tax liabilities. However it is not straightforward to see why retailers
have an incentive to collude and underreport their costs, but there could be a number of
reasons. For example, it would look suspicious to the tax authorities if a retailer declares
purchasing costs of a good but does not report the sales. By hiding both purchases and sales
of the good, the retailer can keep all the profits to themselves without paying any tax. Also
the retailer would appear smaller on tax returns and hence could stay off the radar of the tax
authorities.5 Once final consumers start reporting their purchases to the tax authorities the

4This estimation method is commonly used to study the effects of similar policies in the literature. For
example, Naritomi, 2019 uses the same DiD estimation strategy to estimate the direct effect of the “NFP”
program in Brazil, which employs consumers as the third-party reporters.

5Another example is that the retailer could be offered a discount by the upstream firms, the sellers. If
retailers do not report their purchases on their tax returns, the sellers would not have to pay tax on those
sales and transfer some of the gains to the buyer. Therefore, it can be profitable for both the seller and
the buyer to hide their transactions. Alternatively, the retailers could be involved in some underground
activities, such as selling alcohol without a license, hence have an incentive to hide both sales and costs from
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retailers would want to increase their reported costs and thus stop colluding with upstream
firms. This leads to an increase in reported sales of the upstream firms and potentially their
tax liabilities.

Therefore, next, I explore the indirect effects of the program up the supply chain. I
utilise my firm network data that cover periods before and after the intervention. I define
upstream firms as firms that have ever supplied a retailer before the intervention, and rank
them in terms of their share of pre-intervention sales to retailers. Then I use the DiD
estimation approach to estimate the effects on upstream firms, where the treatment group is
the firms, whose average pre-intervention share of sales to retailers is above the median, and
the firms below the median are categorised as the control group. I find no significant effect
on CIT liabilities of upstream firms with above-median sales to retailers compared to the
below-median firms. In contrast, their VAT liabilities are estimated to increase by at least
15%. As a robustness check, I run transaction-level DiD within each upstream firm, where I
compare its sales to retailers to its sales to non-retail firms. I find that upstream firms’ sales
to retailers increase by at least 22% in contrast to their sales to other firms. These results
suggest that the E-receipt program does not only affect the firms at the end of the supply
chains, but also has a positive indirect effect on their suppliers.

It is worth noting that both analyses of the direct effect on retailers and the indirect
effect on upstream firms underestimate the true effects of the E-receipt program. The direct
effect analysis uses wholesalers as a control group for retailers. The underlying assumption
for this strategy is that wholesalers would have behaved similarly to retailers in the absence
of the intervention (parallel trend assumption) and that wholesalers are not affected by the
program. The data indicate a reasonable parallel trend in the sales of retailers and whole-
salers before the intervention, which validates the parallel trend assumption. However, the
wholesalers are likely to be affected by the program both directly and indirectly. Wholesalers
are likely to be directly affected because they could sell to final consumers. Also, not surpris-
ingly, wholesalers are classified as upstream firms, and I find substantial spillover effect on
the upstream firms. Therefore, the estimated effects are a lower bound of the true direct ef-
fects on retailers. To investigate the extent of underestimation, I run another version of DiD
regression, in which I use the wholesalers that never sell to any retailers as a control group.
I identify such wholesalers using the firm network data. The results suggest a substantial
underestimation for both CIT and VAT analysis. Similarly, the indirect analysis lead to an
underestimation because the upstream firms in the control group sells to retailers to some
extent and thus affected by the program. Acknowledging these limitations of the analysis
indicates that the overall impact of the E-receipt program on tax revenue is even larger.

Lastly, I do a simple cost-benefit analysis of the program. To implement the E-receipt
program the Mongolian government promises 20% of the VAT to the consumers as well as it
holds monthly lottery events. Moreover, it bears some administrative costs such as expenses
associated with installing IT systems and wage costs of the IT engineers. Considering these
costs, I find that a 30.4% increase in VAT payments is needed for the program to break

tax authorities.
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even.6 As discussed above, I find that retailers’ VAT liabilities increase by 31%, which is
just enough to cover the costs of the program. Hence if one focuses only on the direct effects
on retailers’ VAT liabilities, as in the previous literature, then the program would appear
not being able to increase the total tax revenue for the government. Once we account for
the spillover effect on upstream firms’ VAT liabilities and other tax bases such as CIT, then
it is clear that the program leads to larger tax revenue in Mongolia.

Related literature. This paper adopts a holistic approach to study the effects of a
consumer monitoring program, and contributes to the literature on the role of third-party
reporting in tax enforcement in two important ways. First, I show that it is crucial to include
the final consumers into VAT reporting, as this ensures better enforcement along the whole
supply chain. To date, the literature has studied the effects of consumer monitoring only on
firms at the end of the supply chain [?]. I extend this further and document that consumer
monitoring does not only affect the downstream firms but also upstream firms along the
VAT chain indirectly. This chain effect in VAT has been studied in the literature both
theoretically [?] and empirically [?]. Specifically, [?] finds that increased tax enforcement
can have spillover effects on the targeted firms’ trading partners. However, its analysis
focuses on the firms suspected of tax evasion, and the data collection process potentially
entails some attrition and selection bias concerns. I, on the other hand, study the entire
population of firms in the trade sector and their network using official administrative tax
data. Second, I reconcile the different effects of third-party information on CIT and VAT in
the literature by studying these taxes together. In particular, the literature has found firms’
limited ability to adjust their reported costs for VAT [?], but close to full adjustment of costs
for CIT ([?]; [?]). Also, for CIT, firms’ reported costs are found to be much more elastic than
their reported sales [?]. I reconcile these different findings by studying both CIT and VAT
in one setting in the context of consumer monitoring. I find that the built-in enforcement
mechanism in VAT is the driving force of larger effects on firms’ VAT liabilities. On the
other hand, for CIT, I discover that firms are substituting away from under-reporting sales
to over-reporting costs when there is an improvement in sales enforcement. To the best of
my knowledge, this paper is the first to offer direct evidence that firms respond to improved
sales enforcement by increasing cost misreporting on CIT returns.

The remainder of this paper is structured as follows: Section 2 provides a background on
the Mongolian tax system and explains the relevant datasets and their summary statistics.
It also describes the policy intervention — the E-receipt program. Section 3 describes the

6My calculation does not include compliance costs for consumers and firms. The compliance cost for
consumers is negligible because it is very easy to report their purchases to the government. See Section 2.2
for details of the program. Any compliance costs for firms should be reflected in their CIT liabilities and I
find that retailers’ CIT liabilities increase by 11%. In this sense, firms’ compliance costs are accounted for
in my analysis. Furthermore, there are other intangible aspects of the program. Firstly, the program could
be changing certain societal norms that may have long-lasting effects even after the program ends. These
changes include people getting used to asking for receipts, an increase in tax awareness, greater attention to
the public expenditure, and more demand for efficient public spending and so on. On the other hand, the
program increases firms’ tax burden of the firms which could also increase the efficiency costs of the CIT
and VAT. Moreover, I do not study any changes in tax incidence or transfer of the tax burden. Even though
these are interesting and important aspects of tax enforcement they are beyond the scope of this project.
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empirical strategy and presents the results. Section 4 shows a simple cost-benefit analysis of
the program, and Section 5 concludes.

2 Institutional Background and Policy Intervention

This paper utilises a nationwide anti-tax evasion program in Mongolia to study the effects
of consumer monitoring on tax evasion behaviour of firms along the supply chain. In this
section, first, I briefly describe the institutional background and tax system in Mongolia.
Then I explain the anti-tax evasion program. Lastly, I discuss the datasets and provide
summary statistics.

2.1 Mongolian Economy and Tax System

Mongolia is a lower-middle-income country and its GDP per capita (PPP) was around
$12,200 in 2018.7 In this sense, the country’s level of development is similar to Sri Lanka.
However, Mongolia is often compared to Kyrgyzstan because both countries are landlocked,
rich in mineral resources, both were under the influence of the Soviet Union and have a small
population, even though Kyrgyzstan has a lower GDP than Mongolia.

Tax evasion is an indispensable part of the shadow economy, whose measures could
indicate the extent of tax evasion in the economy.8 The size of the shadow economy in
Mongolia between 1999 and 2006 was estimated to be 18% of its GDP, while the average
share of the informal economy for other 88 developing countries the same year was 35%
[?]. Therefore, Mongolia is not considered to have a relatively high share of activities in its
unofficial economy.

In this paper, I focus on two taxes — CIT and VAT, which are the main taxes firms
remit in most countries. In particular, together they made up 47% of the total tax revenue
in Mongolia in 2016. For CIT, there is no threshold for eligibility, and hence all firms submit
CIT returns. Hence my CIT dataset contains information on the universe of formal firms.
However, not all firms submit VAT returns. There is a VAT threshold in Mongolia, whereby
firms with sales above the threshold have to register as VAT-liable firms.9 On average, 30%
of the firms in the CIT data are VAT-liable each year. Once a firm becomes a VAT-liable, it
has to submit VAT returns on top of the CIT returns to the tax authorities. Having firms
filing both CIT and VAT returns enables me to compare the tax reporting behaviour of firms
of these taxes.

7Worldbank databank website, United Nations “World Economic Situation and Prospects 2018”
8One of the broadest definitions of the shadow economy is “those economic activities and the income

derived from them that circumvent or otherwise avoid government regulation, taxation or observation” as
defined in Schneider, 2012.

9If a firm is caught not having registered for VAT even though its annual sales are above the threshold
there will be penalties. Also, it has to pay the owed VAT for the period it would have been a VAT-liable
firm.
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Interestingly, there does not seem any systematic cross-checking between the two tax
returns even though both could be submitted by the same firms. Data show a large discrep-
ancy between, for example, the reported total sales on the two tax returns for VAT-liable
firms.10 This is possibly due to the fact that the submission frequency as well as the way
firms report their sales, costs and tax liabilities on CIT and VAT returns differ. Specifically,
CIT returns are submitted quarterly, and values such as sales and costs are reported in cumu-
lative terms. That is, in quarter one firms report sales and costs applicable for only quarter
one, but in quarter two firms report the sum of quarter one and two. In quarter four, firms
report their annual revenue and costs. In contrast, VAT returns are submitted monthly and
reported values, such as sales and costs, corresponding to the respective month. Therefore,
firms could take advantage of the fact that it is not straightforward to compare CIT and
VAT returns for tax authorities and respond differently to changes in tax enforcement.

The tax base for CIT is profit, which is the difference between revenue and total costs.11

On the other hand, the VAT base is the value-added of firms, which is equal to total sales
minus the cost of input purchases.12 In practice, VAT-liable firms collect VAT on their sales
(from the final consumers and other firms) and subtract the value of VAT that they pay on
their intermediate purchase and transfer the difference to the government. To prove the col-
lected VAT as well as the VAT payment on their purchases, firms submit VAT invoices, which
contain information such as the tax IDs of the trading partners, both upstream (suppliers)
and downstream (buyers) firms, and the relevant transaction values. Therefore, each B2B
transaction ends up being reported twice, once by the seller and once again by the buyer.
This is called the VAT credit-invoice scheme that enables the tax authorities to verify firms’
self-reported values on VAT returns by cross-checking. My data suggest reasonable cross-
checking between reported values within VAT reporting, unlike the comparison between CIT
and VAT as mentioned before.

Moreover, both CIT and VAT rates are 10% and stayed the same throughout the period
of my analysis.13 In comparison, the world average rate for CIT and VAT in 2017 was 25%
and 16%, respectively.14

Lastly, I use tax audit data from operational tax audits. Each year the tax authorities
calculate firms’ tax evasion risk score using their internal and external (third-party) infor-
mation. Based on these scores, they choose which firms to audit. There are also non-routine

10More than 15% of the firms report different total sales on CIT and VAT returns, where the difference
accounts for 10% of the sales declared on the CIT returns.

11There are some restrictions on the deductible costs. For example, firms are not allowed to deduct costs
associated with paying fines, penalties, VAT and city tax payments.

12The difference between total costs for CIT and input purchasing costs for VAT is that total costs contain
not only input purchasing costs but also wage costs, administrative costs and other costs.

13Actually there are two rates for CIT in Mongolia: 10% if the annual revenue is below 3 billion MNT (≈
1,150,000 USD), and 25% if the annual revenue is above 3 billion MNT. I assume the CIT rate is 10% for
the sake of simplicity since most of the firms in the sample have an annual revenue below 3 billion MNT:
around 1.5% of the firms have annual sales of more than 3 billion MNT each year.

14Sources: Tax foundation webpage — https://taxfoundation.org/publications/corporate-
tax-rates-around-the-world/; and IMF Tax Policy Assessment Framework (TPAF) —
https://www.imf.org/external/np/fad/tpaf/pages/vat.htm. Both accessed on 31 October 2020.
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tax audits at the requests of third parties such as courts, the police or other types of whistle-
blowers. Subsequently, on average, 10% of the firms are audited each year. Generally, the
tax audits examine the last five years of tax returns and other financial documents and
check for any irregularities and inconsistencies.15 If any tax incompliance is found, the firm
is urged to pay the corresponding tax duties and fines. More importantly, any discovered
misreporting of sales and costs is aggregated to the annual value for each type of tax return
and recorded in the audit reports. Therefore, the tax audit data show if a firm was found
misreporting on its CIT and/or VAT returns, and if so, how much is the under-report sales
and/or over-reported costs is for each audited year. It is worth noting that audit data are
at an annual level, unlike the CIT and VAT returns data.

2.2 E-receipt Program

The Mongolian government introduced an anti-tax evasion program, called E-receipt pro-
gram, in January 2016.16 The purpose of the program is to use final consumers as informants
about firms’ sales to disincentivise the firms from hiding their revenue. The program incen-
tivises consumers to report their receipts of purchase in two ways:

• Consumers receive 20% of the VAT that they paid on their purchase if they register
the receipt. The tax rebate is transferred to the consumers’ bank account annually in
January the following year.

• The registered receipt automatically turns into a lottery ticket regardless of the face
value. The tax authorities hold a lottery event every month. The prize amount varies
month to month and ranges from 20 million MNT (≈7700 USD), which is equal to the
current VAT threshold in Mongolia of 500 million MNT (≈190000 USD).

By law, all firms have to participate and issue E-receipts whenever they sell to final
consumers. Once an E-receipt is issued by a firm the transaction information is semi-
automatically sent to the tax authorities and the sales value has to be accounted for on
the firm’s tax returns, whether the consumer submits it or not.17 E-receipts have to satisfy
some requirements: they have to contain a unique, system-generated 35-digit code, a 10-digit
lottery code and a QR code in addition to sales details such as the item’s face value, item de-
tails, prices, date, and the tax ID of the firm. Therefore, to be able to issue E-receipts, firms
need to update or buy a new registry system and POS machines (receipt printing machines)
that connect to the system via the Internet. Because of these fixed costs, there is a gradual

15The audit coverage period can be less than five years if the firm is established or was audited within the
last five years.

16E-receipt program was put in place at the start of 2016 but the tax authorities already started publicizing
it in late 2015. Even though it is possible, in principle, firms started reacting to the announcement by the
end of 2015, as I show later that most of the effects began to appear after 2016.

17E-receipts are automatically sent to the E-receipt system if the POS machine that issues the receipt is
connected to the Internet. Firms can delay this information transmission for at most three working days.
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enrollment of firms as shown in Figure A2.18 If a firm is found not to issue E-receipts or if it
refuses to issue E-receipts, consumers can report it to the tax authorities and the firm will
be required to pay a penalty and could potentially face a tax audit.

The role of consumers is to make sure firms issue E-receipts and send them to the E-
receipt system. It is easy for consumers to enrol in the program: they simply sign up to the
E-receipt system via the website or the free mobile application by entering their details and
bank account information.19 Once the account is set up, the consumer can register receipts
at any time using the E-receipt website or the mobile application as long as they have access
to the Internet.20

Tax authorities hold a lottery event every month during which they choose the winners
from that month’s pooled E-receipts. An E-receipt has to be reported by both the seller
firm and the consumer before the lottery event to be a valid receipt for the monthly lottery
event.21 The lottery event takes place in the middle of the month — around the 15th or
16th of each month — a few days after the VAT return submission deadline, which is the
10th of each month. This is to make sure that the consumers and firms submit their receipts
before the VAT return submission date. If consumers submit their receipts after the lottery
event, then the receipts will not be included in any future lottery event but they will still be
eligible for the VAT rebate at the end of the year.

This lottery scheme is adopted to minimise the possibility of collusion between con-
sumers and firms. However, there is a risk that firms may offer discounts to consumers to
persuade them to collude and hide transactions from the authorities. For example, firms can
collude with consumers by offering them a 10% discount, which is the VAT rate, if they do
not ask for E-receipts. From the consumers’ point of view, they need to choose between the
firm’s offer of a 10% discount now, and the government’s offer of a 2% VAT rebate next year
plus their luck in the lottery. If the consumers are myopic and/or do not believe that they
have a high chance of winning the lottery then they might choose the firm’s offer. This will
attenuate the effects of the E-receipt program.

Lastly, it is noteworthy that the VAT threshold increased five-fold from 10 million MNT
(≈ 3800 USD) to 50 million MNT (≈ 19000 USD) in January 2016, at the same time as the
E-receipt program was initiated. This shift in the VAT threshold could, in general, affect the
estimation of the effects of the E-receipt program, especially in the case of CIT reporting.22

18It is said that chain supermarkets or large retailers and wholesalers already had relatively modern registry
systems even before the E-receipt program. Therefore, it is sufficient for them to simply update their system,
which is cheaper. If it is not possible or suitable, large firms are in the financial position to invest in a registry
system. On the other hand, for small firms it could be a considerable burden to buy a new registry system.
To decrease the costs for small firms, it is made possible to print the system-generated receipts from the
web-browser or to send them via email. Hence, for small firms with a small consumer base, it is sufficient to
have a computer with Internet access and a printer.

19To be able to receive the VAT refunds and lottery prizes, consumers need to enter their full name, email
address, phone number and government-issued ID number.

20Internet coverage is relatively advanced in Mongolia, and there are many places with free Wi-Fi, espe-
cially in the capital city, Ulaanbaatar.

21In the first three months the authorities held lottery events twice each month to attract more people.
22It is known that firms bunch below the VAT threshold by misreporting their sales and/or restricting
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But, as I show below, the results survive qualitatively even if I restrict my samples to the
firms who have always been VAT-liable suggesting that the VAT threshold shift does not
drive the results.

2.3 Datasets

This project uses four (unbalanced) panel datasets, which are CIT and VAT returns data,
VAT invoice data and operational tax audit data. All of them span the period between 2014
and 2018. Since the E-receipt program started in January 2016, the datasets cover two years
before the intervention and three years after the program was initiated.

As discussed before, the CIT data contain information on the universe of formal firms.
The main type of information I use from CIT returns is the firms’ the reported total sales,
total costs and CIT liabilities. Similarly, I use the information on the reported total sales,
purchasing costs and VAT liabilities from VAT returns, but only for VAT-liable firms. In the
main analysis, I focus on firms with strictly positive tax liabilities and summary statistics
of CIT and VAT data are presented in Table 1.23 The CIT sample contains 25,000 firms,
of which 6,500 are retailers and 18,500 are wholesalers. For VAT data, there are 14,900
VAT-liable firms, of which 3,200 are retailers and 11,700 are wholesalers.24 As expected,
wholesalers are larger in size than retailers and have larger tax bills. Also, VAT-liable firms
report larger sales and costs.

Moreover, the VAT invoice data provide information on transactions between all VAT-
liable seller-buyer pairs, which allows me to study the spillover effect of the E-receipt program
on the upstream firms of retailers. I define the upstream firms as the firms that have ever
sold to any retailer before the intervention. A total of 4,600 upstream firms are identified,
most of which belong to trade (wholesale or retail), manufacturing and professional activities
such as consulting sectors as shown in Table 2.

Table 3 presents descriptive statistics of transaction values from the VAT invoice data.
In particular, I sum the upstream firms’ sales to retailers within each quarter and summarise
it in the part Sales to retailers, and similarly their total quarterly sales to non-trade sector

their production or activity. When the threshold increases firms could stop bunching and report larger
revenue sums if misreporting had existed previously. If this is mainly true for retailers then it could result
in over-estimation.

23The main results survive qualitatively if I use the entire sample that contains observations with non-
positive tax liabilities as shown in Appendix A.15.
Also, as mentioned before, on CIT returns firms report their sales, costs and tax liabilities in cumulative
terms. For example, in quarter two firms report the sum of quarter one and two, and in quarter four firms
report their annual sales, costs and tax liability. Therefore, to calculate the quarterly revenue and costs, I
subtract the previous quarter’s value from the current quarter unless it is quarter one. Because I take the
difference the quarterly sales and costs could result in a negative due to reporting or data quality issues. I
drop such cases in the main analysis.

24It might seem unusual to have more wholesalers than retailers. My definition of retailer and wholesaler
is based on firms’ 4-digit industry classification code (ISIC Rev.2), which is reported on CIT returns. Even
if some retailers are mistakenly classified as wholesalers, this will lead to an underestimation of the effect of
the program.
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Table 1: Summary statistics - CIT & VAT data

(a) CIT returns

mean sd count

Retailers

Sales 20.68 74.12 71,454
Expenses 19.24 70.47 71,454
CIT liab 0.10 0.48 71,454

Wholesalers

Sales 64.05 137.86 130,684
Expenses 58.88 131.93 130,684
CIT liab 0.40 0.94 130,684

(b) VAT returns

mean sd count

Retailers

Sales 61.52 241.22 32,816
Purchases 43.01 180.30 32,816
VAT liab 1.48 5.79 32,816

Wholesalers

Sales 121.26 318.76 101,136
Purchases 69.84 220.36 101,136
VAT liab 3.96 8.66 101,136

Note: Table 1a presents descriptive statistics of the main variables from CIT returns. Sales, Expenses and
CIT liab. are the quarterly gross reported sales, purchases and CIT liabilities of firms. Table 1b presents
descriptive statistics of the main variables from VAT returns. Sales, Expenses and VAT liab. are the
quarterly gross reported sales, purchases and VAT liabilities of VAT-liable firms. All nominal values are in
thousand USD (1 MNT = 2600 USD).

firms such as hotels and schools as shown in Sales to other firms. On average, upstream firms
sell twice as much (in terms of value of transaction) to non-retail firms as the transaction
values are more than twice as the value of the transaction to retailers.

Lastly, I use tax audit data that come from operational tax audits. As mentioned before,
tax audits usually cover the last five years of tax returns and other financial documents.
Therefore, I use the firms audited in 2017 or after so that the audited period covers both
pre- and post-intervention periods.25 The audit data contain information on the year of
audit, whether any misreporting was discovered on their CIT and/or VAT returns, and if
so, the value of the under-reported sales and/or over-reported costs for each audited year.

CIT and VAT audit data are summarised in Table 4, which report (annual) values of
under-reported sales and their share in firms’ true sales for each type of tax return. The
true sales are calculated as the sum of reported sales and hidden sales. They also provide
summary statistics of (annual) values of over-reported costs, and their share in the true costs
in each type of tax return. The true costs equal the difference between reported costs and
the over-reported costs.

In particular, in CIT audit data, there are in total 4,000 firms audited between 2017
and 2018, of which 1,300 are retailers and 2,700 are wholesalers. The data are unbalanced,
therefore, there are 960 retailers and 1,856 wholesalers in a year. Retailers under-report

25I drop firms that are audited before 2016 because the audited period will be between 2011 and 2015,
which does not cover the post-intervention period.
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Table 2: Industries of upstream firms

Frequency Percentage Cum.Percentage
Administrative activities 56 1.22 1.22
Agriculture 46 1.00 2.23
Arts 9 0.20 2.42
Construction 171 3.74 6.16
Education 12 0.26 6.42
Electricity 64 1.40 7.82
Finance 35 0.76 8.58
Health 10 0.22 8.80
Hotel 91 1.99 10.79
IT 141 3.08 13.87
Manufacturing 386 8.43 22.30
Mining 31 0.68 22.98
Other services 35 0.76 23.74
Professional activities 311 6.79 30.54
Public administration 197 4.30 34.84
Real estate 32 0.70 35.54
Trade 2,855 62.36 97.90
Transportation 59 1.29 99.19
Water supply 37 0.81 100.00
Total 4,578 100.00

Table 3: Summary statistics - VAT invoice data

mean sd count

Sales to retailers
Trans. Value 20.98 91.96 48,202

Sales to other firms
Trans. Value 46.90 146.03 71,505

Note: Table 3 presents descriptive statistics of transaction values from VAT invoice
data. Sales to retailers represents the average upstream firm’s quarterly gross sales to
retailers (summed over all retailers) and Sales to other firms shows its gross sales to
non-retail and non-wholesale firms. All nominal values are in thousand USD (1 MNT
= 2600 USD).

2.33% (over-report 1.12%) of the total sales (costs). Wholesalers misreport 2.72% (1.76%)
of the total sales (costs). For VAT audit data, there are fewer firms as expected: 1,060
VAT-liable retailers and 2,308 VAT-liable wholesalers in total. On average, 755 retailers and
1,566 wholesalers are audited in a year. VAT-liable firms are more likely to under-report
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their sales and less likely to over-report their costs on VAT returns compared to CIT data.
In particular, VAT-liable retailers misreport 4.24% (0.63%) of the total sales (costs) and
VAT-liable wholesalers under-report 4.28% (over-report 2.08%) of the total sales (costs).26

Table 4: Summary statistics - Audit data

(a) CIT returns

mean sd count

Retailers

Under.rep.sales ($) 0.72 6.13 4,819
share (%) 2.33 12.00 4,819

Over.rep.costs ($) 0.96 11.90 4,819
share (%) 1.12 5.09 4,819

Wholesalers

Under.rep.sales ($) 3.73 30.34 9,281
share (%) 2.72 15.25 9,281

Over.rep.costs ($) 4.80 27.12 9,281
share (%) 1.76 6.96 9,281

(b) VAT returns

mean sd count

Retailers

Under.rep.sales ($) 1.81 15.60 3,775
share (%) 4.24 21.93 3,775

Over.rep.costs ($) 0.64 8.96 3,775
share (%) 0.63 4.78 3,775

Wholesalers

Under.rep.sales ($) 4.32 29.53 7,831
share (%) 4.28 24.75 7,831

Over.rep.costs ($) 4.12 46.91 7,831
share (%) 2.08 9.30 7,831

Note: Table 4a and 4b present summary statistics of CIT and VAT audit data, respectively. Specifically, it
summarises (annual) values of under-reported sales and their share in firms’ true sales on each type of tax
returns. The true sales are calculated as the sum of reported sales and hidden sales. Similarly, it provides
summary statistics of (annual) values of over-reported costs, and their share in true costs in each type of tax
return. The true costs are calculated as the difference between reported costs and the over-reported costs.
All nominal values are in thousand USD (1 MNT = 2600 USD).

3 Empirical Analysis

This section empirically studies the effects of the E-receipt program on the tax evasion
behaviour of firms along the supply chain. The purpose of the program is to use consumers
as third-party reporters to reduce firms’ sales misreporting. Therefore, firms at the end of
supply chains — retailers — are directly affected by the program. I call the effects of the
program on retailers as the “direct effect” and analyse it in Subsection 3.1. Next, I examine
the spillover effects up the supply chain in Subsection 3.2, which I call the “indirect effect”
of the program. In particular, I study the changes in tax liabilities of retailers’ upstream
firms.

26Firm composition in CIT and VAT data is different because CIT audit data contain not only VAT-liable
firms but also non-VAT-liable firms. Therefore, I compare CIT and VAT audit data for VAT-liable firms
only and summary statistics are reported in Table A1. It shows that VAT-liable firms are more likely to
under-report their sales and less likely to over-report their costs on VAT returns compared to CIT returns.
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3.1 Direct Effects — Retailers

To identify the direct effect of the program on retailers, I use the difference-in-difference
(DiD) estimation approach, where I take retailers as a treatment group and wholesalers as
a control group. Wholesalers are considered to be a reasonable control group for retailers
because they both belong to the trade sector, and are likely to be affected by the same
macro shocks.27 However, one can think of a few caveats with this approach. First, my
analysis is restricted to the trade sector only. More importantly, this estimation approach
underestimates the true direct effect of the program due to two reasons. First, wholesalers
could be directly treated by the E-receipt program if they sell to final consumers. Second,
as I discuss later, there could be a spillover effect of the E-receipt program on the whole-
salers via retailers. To investigate this further, I run another version of DiD regression, in
which I use the wholesalers that never sell to any retailers as a control group. I identify
such wholesalers using the firm network data from the VAT invoices. The results suggest
substantial underestimation. Therefore, it is important to acknowledge these caveats of the
identification strategy.

I am interested in estimating the effects of the program on retailers’ CIT and VAT
reporting behaviour. Below, I analyse them separately because of the following three reasons:
First, the firms that submit the CIT & VAT returns are different. CIT data include all the
firms whereas VAT data include only VAT-liable firms. Second, even though VAT-liable
firms fill out both CIT and VAT returns, the reported values such as total sales and total
costs do not necessarily match one-to-one between the two tax returns. This is because no
systematic cross-checking is done by the authorities between the information on CIT and
VAT returns.28 Third, a more critical difference between CIT & VAT is the credit-invoice
scheme inherent in VAT, which makes sure that VAT-liable trading partners monitor one
another. As I explain later, this difference plays a vital role when interpreting the results. I
start from the CIT data first because they cover all formal firms. Then I move on to VAT
data and discuss the role of the credit-invoice design.

3.1.1 CIT

I start by showing that wholesalers are a valid control group, i.e., there is no pre-trend in
reported sales before the intervention. I do this in two ways. First, I make a sector-level
comparison between the retail and wholesale sector. Specifically, I aggregate sales of retailers
each period and standardise it by dividing the sums by the pre-intervention mean value of
the sums.29 I do the same for wholesalers and plot them over time in panel (a) in Figure 1.
As we can see from the plot, there is no pre-trend before the policy change, but total sales

27This identification strategy is commonly found in the literature. For example, Naritomi, 2019 adopts
this strategy to study the effects of a similar consumer monitoring intervention in Brazil.

28It is said that if the tax officers manually cross-check the tax returns, then any unusually large gap would
be noticeable. In that case, they would contact the firm and ask them to justify such disparities.

29The reason I divide the sums by the pre-intervention average sales is to make the visual comparison
easier because wholesalers are larger in general.
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of retailers start to increase more compared to wholesalers in 2016. The gap between sales
of retailers and wholesalers starts widening over time, and I attribute this divergence to the
E-receipt program under the assumption that wholesalers are a valid control group.30

Next, to establish the parallel trend I do a firm-level analysis, where I run the following
flexible DiD regression:

ln(Yits) = γi + δQuartert +
11∑

t=−8

βt(Treatis ·Quartert) + uits (1)

where subscripts i, t, s represent firm, quarter and 4-digit ISIC Rev.2 industry code respec-
tively. Treatis equals one if firm i is a retailer, otherwise zero. The left had side variable
ln(Yits) is the log of quarterly revenue of the firms i in sector s in period t. In this regression
I include firm fixed effect γi and quarter fixed effect Quartert. Therefore, my coefficients of
interest are βs. I cluster the error terms by using 4-digit industry code. The estimated βs
are plotted in panel (b) in Figure 1 which prove that there is no pre-trend. In particular, the
confidence intervals always include zero before 2016, and the βs after the intervention are
positive and significantly different from zero. This means that the wholesale sector is a valid
control for retailers, and that E-receipt program significantly increased retailers’ reported
sales relative to wholesalers.

To see the effect of the E-receipt program on other variables such as CIT liabilities
reported on CIT returns, I run the following simple DiD regression:

ln(Yits) = γi + δPostt + βTreatis · Postt + uits (2)

where subscripts i, t, s represent firm, quarter and 4-digit ISIC Rev.2 industry code respec-
tively. Treatis equals one if firm i is a retailer, otherwise zero. Similarly, Postt equals one if
the quarter falls after January 2016 and zero otherwise. The left-hand side variable ln(Yits) is
the variable of interest such as a log of quarterly revenue, costs or tax liabilities of the firms.
Since I take the log of the dependent variable, the firms with zero tax liabilities (firms with
zero or negative profits) drop out of the sample. Only the firms with strictly positive profits
are included in the analysis. I include firm fixed effect γi in the regressions and cluster the
error terms by using 4-digit industry code. β represents the average percentage increase in
reported sales, costs and liabilities of retailers in the 3-year time period after the intervention
compared to wholesalers.

The results are presented in Table 5.31 All regressions are weighted by firms’ average
quarterly sales before the intervention.32 The dependent variables are a log of firms’ reported
quarterly total sales, costs or tax liabilities on CIT returns. Column 1 shows that the E-
receipt program induced retailers to report 20% higher sales relative to wholesalers. However,

30The graph shows spikes in quarter four each year because it plots raw aggregate sales. In Appendix A.5,
I report a version of the graph where I plot aggregate sales of each sector after controlling for quarter-of-year
FEs in Figure A4a. It corrects for the seasonality and still confirms the pre-trend assumption between retail
and wholesale sectors.

31Parallel trend in costs and CIT liabilities are shown in Figure A6 in Appendix A.6.
32Table A2 in Appendix A.7 shows results from unweighted regressions, which are consistent with Table

5.
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Figure 1: Pre-trend in CIT data

(a) Sectors’ standardised total sales (b) Coefficients from the flexible DiD regression

Note: Panel (a) displays the changes in the sales of retail and wholesale sectors reported on CIT returns.
Each line is the total sales reported by all firms aggregated by retail or wholesale sectors scaled by the pre-
intervention average quarterly sales each sector group. The graph plots the raw sales. Thus there are spikes
in quarter four each year due to seasonality. The vertical dashed red line represents the start of the E-receipt
program, which is January 1, 2016. Panel (b) plots the coefficients from firm-level regression, expressed in
equation 1, using CIT data.

Table 5: Direct effects - CIT returns

(1) (2) (3)
Sales Costs CIT

DD coef 0.198∗∗∗ 0.226∗∗∗ 0.114∗∗

(0.0697) (0.0801) (0.0536)
Firm FE Yes Yes Yes
Cluster Industry Industry Industry
Observations 202,138 202,138 202,138
Adjusted R2 0.76 0.74 0.61

Note: This table displays the results from the regression equation 2. The variable DD coef is defined as

the interaction between a dummy for retail sectors and a dummy that equals 1 for the periods after January

2016. The dependent variables are a log of firms’ reported quarterly sales, costs or tax liabilities on CIT

returns. Only the firms with strictly positive profits are included in the analysis because I take a log of the

dependent variable. That is the firms with zero tax liabilities (firms with zero or negative profits) drop out

of the sample. Time and firm fixed effects are included in all regressions. All regressions are weighted by

firms’ average quarterly sales before the intervention and standard errors are clustered at 4-digit industry

level. * p < 0.10, ** p < 0.05, *** p < 0.01

16



in column 2, retailers reported an increase in costs by 22.6%. This increase in costs partially
offsets the effect on CIT liabilities, and thus CIT liabilities increase by 11.4% in column 3.

As mentioned before, using wholesalers as a control group leads to an underestimation.
This is because the wholesalers could be directly treated by the E-receipt program if they
also sell to final consumers. Moreover, as I discuss later, there could be a spillover effect
of the E-receipt program on the wholesalers via retailers. To investigate the extent of the
underestimation, I run another version of DiD regression, in which I use the wholesalers
that never sell to any retailers as a control group. I identify such wholesalers using the firm
network data from the VAT invoices. The results are reported in Table A3. The estimated
coefficients of sales and costs are above 60% suggesting a substantial underestimation.

These changes occur on retailers’ CIT returns because consumers started monitoring
them. To see if the program induced any real response, the number of workers and the total
value of wages are analysed. The available payroll data cover the period between quarter one
in 2015 to quarter three in 2018 only. Therefore, in Table 6, I report not only the changes in
retailers’ reported wages and workers, but also the regression results using the main variables
(sales, costs, CIT) for this period. The first three columns confirm that the increase in costs
offsets the increase in sales and thus leaving no significant increase in CIT liabilities. The
last two columns show that retailers do not report a larger number of workers and wages
after the intervention compared to wholesalers. This suggests that the increase in reported
sales and costs is due to a reporting effect, and there is no actual increase in production.

Table 6: No real response by retailers

Main variables Real response

(1) (2) (3) (4) (5)
Sales Costs CIT Wages Workers

DD coef 0.139∗∗∗ 0.151∗∗∗ 0.0181 -0.00455 0.0157
(0.0482) (0.0518) (0.0275) (0.0266) (0.0354)

Firm FE Yes Yes Yes Yes Yes
Cluster Industry Industry Industry Industry Industry
Observations 79,610 79,610 79,610 79,610 79,610
Adjusted R2 0.83 0.82 0.72 0.92 0.91

Note: This table displays the results from the regression equation 2. The first three columns take a log of

quarterly sales, costs or tax liabilities as dependent variables. Only the firms with strictly positive profits

are included in the analysis because I take a log of the dependent variable. That is the firms with zero tax

liabilities (firms with zero or negative profits) drop out of the sample. The payroll data covers Q1 in 2015

to Q3 in 2018 only. Therefore, less observation compared to Table 5. The dependent variables in the last

two columns are log of total wages and number workers. The variable DD coef is defined as the interaction

between a dummy for retail sectors and a dummy that equals 1 for the periods after January 2016. Time and

firm fixed effects are included in all regressions. All regressions are weighted by firms’ average quarterly sales

before the intervention and standard errors are clustered at 4-digit industry level. * p < 0.10, ** p < 0.05,

*** p < 0.01
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Next, I focus on the increase in the reported costs. It has been documented in the
literature that firms and individuals increase their reported costs on CIT returns in response
to increased third-party information on firms’ sales (Slemrod et al. 2017; Carrillo et al.
2017). Specifically, they tend to adjust costs that are more difficult to verify such as “other
administrative costs”. I study this in Table 7, where I decompose the increase in total costs
into changes into its components: production, administrative and other costs. In particular,
production costs contain material input costs, transportation, packaging and shipment costs,
insurance costs and labour costs that are associated with production procedures. Adminis-
trative costs consist of marketing costs, travel expenses, labour costs of administrative staff
etc. Other costs include non-operating costs such as interest payments, costs from currency
exchange and other one-off or unusual costs. On average, production, administrative and
other costs make 70%, 28% and 2% of the total costs, respectively. The last three columns
in Table 7 show that the increase in total costs is mainly driven by an increase in production
and administrative costs. The coefficient on other costs in column 4 is insignificant even
though it is positive.33

Table 7: Decomposition of total costs reported on CIT returns

(1) (2) (3) (4)
Total costs Production Admin Other

DD coef 0.226∗∗∗ 0.233∗∗∗ 0.131∗∗∗ 0.213
(0.0801) (0.0698) (0.0391) (0.223)

Firm FE Yes Yes Yes Yes
Cluster Industry Industry Industry Industry
Observations 202,138 144,922 171,558 29,262
Adjusted R2 0.74 0.70 0.78 0.40

Note: This table decomposes the total costs in column 1 into production, administrative and other costs,

which are reported in columns 2-4. The variable DD coef is defined as the interaction between a dummy for

retail sectors and a dummy that equals 1 for the periods after January 2016. Time and firm fixed effects

are included in all regressions. All regressions are weighted by firms’ average quarterly sales before the

intervention and standard errors are clustered at 4-digit industry level.

* p < 0.10, ** p < 0.05, *** p < 0.01

These results are slightly different from the findings in the existing literature mentioned
above, namely, that so-called “hard to verify” other costs do not play a role in explaining
total costs. Nevertheless, this does not rule out the possibility of firms artificially inflating
their production and administrative costs to offset the effect of larger sales. In fact, an
increase in the reported total costs could be either legitimate or illegitimate, or both. The
increase is legitimate if the retailers start declaring the costs that are associated with the

33Some of the firms do not classify the costs accurately and pool all their costs into one category such as
production costs or administrative costs. This is the case for 30% of the sample. I do the same regression
analysis by dropping those firms. The results are reported in Table A5 and they are consistent with the
outcomes in Table 5.
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final sales that are disclosed by the consumers. This means the retailers used to hide both
sales and costs associated with goods or services sold to the final consumers before the
intervention. It is clear that retailers would have an incentive to hide their sales. However
it is not straightforward to see why retailers have an incentive to hide and underreport their
costs. But, if a retailer declares the purchasing costs of a good but does not report the sales,
it would look suspicious to the tax authorities. Therefore, retailers are willing to underreport
their costs as long as they can hide the corresponding final sales to consumers. Hiding both
sales and costs associated with trading goods is beneficial to retailers. This is because they
can keep the profits to themselves without paying any tax.34 Moreover, there could be other
reasons why retailers might want to suppress their reported costs. For example, they could
be offered a discount by the upstream firms, the sellers. If retailers do not report their
purchase on their tax returns, the sellers would not have to pay tax on those sales and
transfer some of the gains to the buyer. Therefore, it can be profitable for both the seller
and the buyer to hide their transactions. Alternatively, the retailers could be involved in
some underground/illegal activities, selling alcohol without a license, hence hide both sales
and costs from tax authorities. In all these cases, once the E-receipt program forces retailers
to report their final sales, they would have an incentive to declare the previously hidden
costs. Hence the increase in reported costs is legitimate.

On the other hand, the increase in reported costs is illegitimate if the retailers artificially
inflate their costs to decrease the CIT liabilities. Since the E-receipt program makes it harder
for firms to hide their sales they might want to substitute away from under-reporting their
sales to over-reporting costs to keep their CIT liabilities small. This is feasible because the
E-receipt program monitors only the sales of the firms, and not costs. Also, firms’ reported
costs on CIT returns are less verifiable for the tax authorities than sales.

Having a legitimate or illegitimate increase in reported costs has very different impli-
cations on the effectiveness of the E-receipt program to fight with tax evasion and increase
tax revenue for the government. A genuine increase in reported costs result in the interven-
tion (at least partially) successfully decreasing the size of the shadow economy even though
the tax liability does not increase much. On the other hand, if firms increase their costs
artificially, then the program is failing in its fight with tax evasion. It is easier for firms
to misreport their sales and costs on CIT returns since there is no credit-invoice scheme as
in VAT. Therefore, we cannot directly tell that the increase in retailers’ reported costs is
legitimate and should be associated with an increase in sales of upstream firms. Therefore,
I investigate this further by using the audit data to shed light on the changes in retailers’
misreporting behaviour.

To see the effect of the E-receipt program on the misreporting behaviour of retailers
on their CIT returns I use firms’ misreported sales and costs that are discovered during the
operational audits. The audited data are summarised in Table 4.35 Also, I calculate shares

34Figure A3 in Appendix A.4 illustrates this using an example. A retailer buys a good from a wholesaler
at a price 5 and sells it to a consumer at a price 8, generating a profit of 3. If the retailer declares both
purchase and sales of the good, it has to pay at least the associated income tax. Therefore the gain of trading
the good for the retailer is less than 3. If the retailer hides both its purchase and sales, then gain is 3.

35As mentioned before, the audited firms are not chosen randomly. However, as long as the criteria to
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of misreported sales and costs in firms’ true sales and costs. I define the true sales as the sum
of misreported sales and reported sales, and true costs as the difference between reported
costs and misreported costs. Here I implicitly assume that firms always want to under-report
their sales and over-report their costs.36 Then I run the simple DiD regression expressed in
equation 2 and the results are presented in Table 8. The first (last) four columns in Table 8
analyse the misreporting of sales (costs). The dependent variables in columns 1 and 2 are the
log of reported sales and calculated true sales. In column 3, I use the share of misreported
sales as a dependent variable, which is the ratio between discovered hidden sales and true
sales. Column 4 uses a log of the misreported sales. Similarly, in columns 5 and 6, I use
a log of reported costs and calculated true costs as right-hand side variables. Columns 7
and 8 use the share and the (log of) value of misreported costs. I calculate the share of the
misreported costs by dividing the value of misreported costs by true costs.

Table 8: Misreporting on CIT returns (annual values)

Sales Costs

(1) (2) (3) (4) (5) (6) (7) (8)
Reported True Misreport (%) Misreport ($) Reported True Misreport (%) Misreport ($)

DD coeff 0.193∗∗∗ 0.181∗∗∗ -0.705∗ -0.0151 0.199∗∗∗ 0.183∗∗∗ 0.376 0.362∗∗

(0.0385) (0.0399) (0.377) (0.249) (0.0397) (0.0415) (0.268) (0.137)
Firm FE Yes Yes Yes Yes Yes Yes Yes Yes
Cluster Industry Industry Industry Industry Industry Industry Industry Industry
Observations 14,100 14,100 14,100 2,246 14,100 14,100 14,100 3,091
Adjusted R2 0.74 0.74 0.22 0.68 0.79 0.78 0.23 0.74

Note: This table displays the results from the regression equation 2 using CIT audit data. The variable

DD coef is defined as the interaction between a dummy for retail sectors and a dummy that equals 1 for

the periods after January 2016. The first (last) four columns analyses misreporting of sales (costs). The

dependent variables in columns 1 and 2 are the log of reported sales and calculated true sales. I calculate

true sales by adding misreported sales to reported annual sales. In column 3, I use the share of misreported

sales as a dependent variable, which is the ratio between discovered hidden sales and true sales. Column 4

uses a log of the misreported sales. Similarly, in column 5 and 6, I use a log of reported costs and calculated

true costs as right-hand side variables. True costs are calculated by subtracting misreported costs from

reported annual costs. Column 7 and 8 use the share and the (log of) value of misreported costs. I calculate

the share of the misreported costs by dividing the value of misreported costs by true costs. All regressions

are weighted by firms’ average annual sales reported on CIT returns before the intervention. Time and firm

fixed effects are included in all regressions. Standard errors are clustered at 4-digit industry level. * p < 0.10,

** p < 0.05, *** p < 0.01

Columns 1 to 4 suggest that audited retailers misreport their sales less in the period
after the intervention was initiated. As we can see from columns 1 and 2, retailers’ reported

choose firms have not changed during the sample period the DiD estimation approach should estimate the
effect of the program on audited firms. In contrast, the external validity of the estimated effect of the
program is still questionable if the audited firms are systematically different from the general population of
the firms.

36However, there are some evidence that firms’ misreporting behaviour is not always optimal. For example,
[?] shows that 29% of firms misreport own sales and purchases such that their tax liabilities increase.
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sales increase more than true sales.37 This is because retailers’ tendency to under-report
sales decrease after the intervention. Column 3 shows that retailers’ share of misreported
sales decreases by 0.7%. Column 4 shows that the value of hidden sales of retailers decreases
by 1.5%, even though the coefficient is not significantly estimated.38 On the other hand,
columns 5 to 8 imply that retailers misreported their costs more after the intervention.
In particular, reported costs increase by 20% and calculated true costs increase by 18%.39

Column 7 indicates that the share of over-reported costs increases by 0.4% even though the
estimated coefficient is not statistically significant. The value of misreported costs increases
by 36% as shown in column 8.40

These results support the hypothesis that retailers are substituting away from under-
reporting sales to over-reporting costs on their CIT returns. In particular, audit data shows
that retailers artificially increase their reported costs to decrease their tax liabilities since it is
harder for them to hide sales due to the intervention. The estimated coefficients in columns
5 and 6 imply that at least 2% of the increase in reported costs is due to illegitimate cost
over-reporting.41 To the best of my knowledge, this is the first time direct evidence is
provided showing that firms are over-reporting their costs more on CIT returns in response
to increased enforcement on firms’ sales.

3.1.2 VAT

In this subsection, I analyse the VAT data employing the same research strategy used in the
previous subsection 3.1.1. First, I establish that VAT-liable wholesalers are a valid control
group for VAT-liable retailers. Panel (a) in Figure 2 compares the total sales of VAT-liable
retailers to VAT-liable wholesalers.42. The graph shows that the sales of VAT-liable retailers

37However, the estimated coefficients are not statistically different from one another.
38This lack of statistical significance is potentially due to the smaller sample size used in Column 4.

Sample size decreases in Column 4 because the dependent variable is a log of the misreported sales, and not
all audited firms got caught misreporting their sales during the tax audits.

39However, the estimated coefficients are not statistically different from one another.
40Note that the number of observations used in columns 4 and 8 is smaller than the other columns. This

is because some firms do not misreport sales and/or costs in some years and are dropped out because I take
a log of the dependent variable. I use several other measures of misreported values sales and costs in Table
A6. In particular, I use a log of one plus the misreported values and a dummy for positive misreported sales
and costs. The results qualitatively confirm the fact that retailers misreport their sales less but are more
likely to over-report their costs after the intervention.

41It should be noted that this 2% is potentially an underestimate of the actual increase in retailers’
artificial cost over-reporting. It is possible that tax audits do not reveal all misreporting. For example, tax
auditors cannot identify cost misreporting due to their lack of knowledge about the business. Or tax auditors
could be influenced by corruptions and collude with the audited retailers and hide their misreporting. In
these cases, the calculated true costs could still be an overestimate of firms true costs. Moreover, since the
operational audit data is subject to selection issues in terms of which firms get audited, these results need
to be interpreted with caution.

42I aggregate the sales of retailers each period and standardise it by dividing the sums by the pre-
intervention mean value of the sum. I do the same thing for wholesalers and plot them over time in panel (a)
in Figure 2. Since they are raw quarterly sales the lines show spikes in quarter four each year. To control for
this seasonality I regress the aggregate sales on quarter-of-year FEs and analyse the residuals. The residuals

21



and wholesalers move roughly parallel to each other before the policy change, validating
the no pre-trend assumption. Total sales of VAT-liable retailers start to increase more than
VAT-liable wholesalers around the start of the E-receipt program.43 The gap between the
sales of retailers and wholesalers widens over time.

Figure 2: Pre-trend in VAT data

(a) Sectors’ standardised total sales (b) Coefficients from the flexible DiD regression

Note: Panel (a) displays the changes in the sales of retail and wholesale sectors reported on VAT returns.
Each line is the raw sales reported by all firms aggregated by retail or wholesale sectors scaled by the pre-
intervention average quarterly sales each sector group. The graph plots the raw sales. Thus there are spikes
in the last quarter each year due to seasonality. The vertical dashed red line represents the start of the
E-receipt program, which is January 1, 2016. Panel (b) plots the coefficients from equation 1 estimated from
firm-level regression using firms’ reported sales on VAT returns.

Panel (b) in Figure 2 plots the estimated βs from equation 1, where the dependent
variable is the log of the quarterly reported sales on firms’ VAT returns. The graph shows
that the estimated coefficients before 2016 are not significantly different from zero, implying
that the VAT-wholesalers are a valid control for VAT-retailers. The estimated βs increase
and are significantly different from zero after the introduction of the E-receipt program,
implying the program’s differential effect on retailers’ reported sales.

To see the effect on other variables such as reported costs and VAT liabilities, I run the
simple DiD regression expressed in equation 2 using the VAT data. For dependent variables

are plotted in Figure A4b in Appendix A.5, and they show a similar pattern as in Figure 2 confirming the
parallel trend assumption.

43It might seem that the divergence between the sales of retail and wholesale sectors appear in quarter one
in 2015 already. One potential reason for this is the changes in the number of VAT-liable retailers compared
to the number of VAT-liable wholesalers as depicted in Figure A5a in Appendix A.5. This suggests that
the slight increase in the retail sales in quarter one in 2015 is partially due to adjustments at the extensive
margin. A more noticeable gap between retail and wholesale sales emerges at the start of the E-receipt
program in quarter one in 2016. Also, as I discuss next, analysis of firm-level sales in Panel (b) Figure 2
confirms this.
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I use the log of quarterly total sales, purchasing costs and VAT liabilities of the firms.The
results from the weighted regressions, weighted by the mean pre-intervention sales of firms,
are presented in Table 9. Column 1 shows that VAT-liable retailers’ reported sales increase
by 42%. Even though the reported purchases increase by 38% as reported in column 2,
they do not cancel out the effect on the final VAT liabilities of the retailers. VAT liabilities
increased substantially, by 31%, in column 3.44

Table 9: Direct effects - VAT returns

(1) (2) (3)
Sales Purchase VAT

DD coef 0.416∗∗∗ 0.378∗∗∗ 0.312∗∗

(0.0380) (0.0579) (0.124)
Firm FE Yes Yes Yes
Cluster Industry Industry Industry
Observations 130,311 130,311 130,311
Adjusted R2 0.74 0.73 0.62

Note: This table displays the results from the regression equation 2 using the VAT data. The variable

DD coef is defined as the interaction between a dummy for retail sectors and a dummy that equals 1 for

the periods after January 2016. The dependent variables are a log of firms’ reported quarterly total sales,

purchasing costs or VAT liabilities. Time and firm fixed effects are included in all regressions. All regressions

are weighted by firms’ average quarterly sales before the intervention and standard errors are clustered at

4-digit industry level. * p < 0.10, ** p < 0.05, *** p < 0.01

In comparison to the CIT analysis reported in Table 5 there is a larger effect on retailers’
reported sales, purchasing costs and VAT-liabilities on VAT returns. This could be due to
the following two reasons. First, the samples used in the CIT versus the VAT analysis consist
of different firms. The VAT sample consists of only VAT-liable firms while the CIT sample
includes both non-VAT-liable and VAT-liable firms. Second, there could be a genuinely
differential effect on values reported on CIT and VAT returns. To disentangle these effects,
I use the same sample of firms (only VAT-liable) for both CIT and VAT analysis.

The results are reported in Table 10.45 The first three columns take a log of quarterly
sales, total costs and CIT liabilities reported on CIT returns as dependent variables. Sim-
ilarly, I use a log of quarterly sales, purchasing costs or VAT reported on VAT returns as
dependent variables for the last three columns. Comparing the first three columns to the

44As before, to investigate the extent of underestimation, I run a DiD regression, in which I use the
wholesalers that never sell to any retailers as a control group. I identify such wholesalers using the firm
network data from the VAT invoices. The results are reported in Table A4. The estimated coefficients of
sales, costs and VAT liabilities are above 64% suggesting a substantial underestimation.

45The sample size is 81,000, which is smaller than sample used in VAT analysis in Table 9. This is because
I match the VAT sample to the CIT sample, where all observations have positive VAT and CIT liabilities.
An observation is dropped if, for example, a firm has positive CIT liabilities but non-positive VAT liabilities
or vice versa.
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last three, I still find a larger effect on the reported sales and tax liabilities reported on VAT
returns compared to CIT returns. Specifically, the reported sales on VAT returns increase
more compared to CIT returns, as in columns 1 and 4. This might seem surprising because
the reported sales on VAT and CIT returns should be equal to each other. However, as men-
tioned before, firms could be taking advantage of the fact that it is not so straightforward
to compare CIT and VAT returns for tax authorities, and thus they may manipulate their
reported values. The comparison of reported quarterly total sales on CIT and VAT returns
are reported in Table A8 and it confirms the large discrepancy between the two reported
sales.46

Unlike reported sales, I cannot directly compare the total costs reported on CIT returns
and purchasing costs on VAT due to their different definitions. Total costs include all
types of costs such as purchasing, labour and administrative costs. Unfortunately, on CIT
returns, total costs are decomposed to only production, administrative and other costs.47

Nevertheless, as shown in columns 2 and 5, the total costs reported on CIT returns increase
more compared to the purchasing costs on VAT returns .48 Moreover, VAT-liable retailers’
VAT liabilities increase more (by 25%) compared to their CIT liabilities, which increase by
17%.

One potential explanation for the smaller increase in reported costs but larger increase
in reported tax liabilities on VAT returns compared to CIT returns in Table 9 is the credit-
invoice scheme inherent in VAT reporting. The credit-invoice scheme makes it harder for
VAT-liable firms to misreport their costs (and B2B sales) on VAT returns because the values
can be cross-checked with the declarations of firms’ trading partners. That is, VAT-liable
firms do not over-report their input costs on VAT returns, unlike CIT returns, to the extent
that they offset the effect of higher reported sales.49To test this further I turn to the VAT
audit data.

To examine the changes in misreporting behaviour of VAT-liable firms on their VAT
returns I run the regression in equation 2. Table 11 presents the results and the first (last)
four columns analyse the misreporting of sales (costs). The dependent variables in columns
1 and 2 are the log of reported sales and calculated true sales, respectively. I calculate true
sales by adding misreported sales to reported annual sales. In column 3, I use the share of

46There are some legitimate reasons for why reported sales on CIT and VAT returns could differ. For
example, there are different accounting rules such as revenue recognition rules for CIT and VAT. Unfortu-
nately, the available data are not sufficient to separate how much of the discrepancy is due to these legitimate
rules.

47The production costs contain not only purchasing costs but also labour, transportation and insurance
costs that are associated with production procedures.

48I study the increase in reported purchasing costs on VAT returns further. I decompose the increase in
purchases into its components: total input costs are split into the deductible and non-deductible input costs.
Summary statistics are presented in Table A10 where it can be seen that deductible costs make 99% of the
total input costs which equals the total purchasing costs for 90% of the sample. Nonetheless, I analyse the
each component using the equation 2 and the results are presented in Table A9. The results show that both
deductible and non-deductible costs increase. It is worth noting that non-deductible input costs increase
more compared to deductible costs even though it does not affect firms’ VAT liabilities.

49Of course, it is still possible that VAT firms can misreport their B2B transactions if the partner, especially
the buyer, is a non-VAT firms. I discuss this further in section 3.2.
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Table 10: CIT and VAT comparison

CIT returns VAT returns

(1) (2) (3) (4) (5) (6)
Sales Total costs CIT Sales Purchase VAT

DD coef 0.206∗∗∗ 0.256∗∗∗ 0.171∗∗∗ 0.254∗∗∗ 0.237∗∗∗ 0.249∗∗

(0.0548) (0.0639) (0.0368) (0.0626) (0.0810) (0.0977)
Firm FE Yes Yes Yes Yes Yes Yes
Cluster Industry Industry Industry Industry Industry Industry
Observations 81,027 81,027 81,027 81,027 81,027 81,027
Adjusted R2 0.77 0.76 0.59 0.77 0.75 0.68

Note: This table is to compare the effect of the E-receipt program on values reported on CIT and VAT

returns. The first three columns take a log of quarterly sales, total costs or CIT reported on CIT returns as

dependent variables. The last three columns use a log of quarterly sales, purchasing costs or VAT reported

on VAT returns as dependent variables. The sample consists of only VAT-liable firms. The regression is

specified in equation 2. The variable DD coef is defined as the interaction between a dummy for retail sectors

and a dummy that equals 1 for the periods after January 2016. Time and firm fixed effects are included in all

regressions. All regressions are weighted using pre-intervention average sales. Standard errors are clustered

at 4-digit industry level. * p < 0.10, ** p < 0.05, *** p < 0.01

misreported sales as a dependent variable, which is the ratio between discovered hidden sales
and true sales. Column 4 uses a log of the misreported sales. Similarly, in columns 5 and
6, I use a log of reported costs and calculated true costs as right-hand side variables. True
costs are calculated by subtracting misreported costs from reported annual costs. Columns
7 and 8 use the share and (log of) value of misreported costs. I calculate the share of the
misreported costs by dividing the value of misreported costs by true costs.

Similar to the CIT audit data analysis in Table 8, columns 1 to 4 in Table 11 suggest
that audited retailers misreport their sales less after the intervention. In particular, column
3 shows that retailers’ share of misreported sales decreases by 1.5%. Column 4 shows that
the value of hidden sales of retailers decrease by 23%, even though the coefficient is not
significantly estimated. Columns 5 to 8 imply that retailers misreported their costs less
on their VAT returns after the intervention, unlike the case of CIT. Particularly, column 7
indicates that the share of over-reported costs decreases by 0.7%. The value of misreported
costs increases by 18%, even though insignificantly estimated, as shown in column 8.50 These
results suggest that the combination of consumer reporting and the credit-invoice scheme
in VAT makes it harder for VAT-liable firms to misreport not only sales but also their
purchasing costs.

50Note that the number of observations used in columns 4 and 8 is smaller than the other columns. This
is because some firms do not misreport sales and/or costs in some years and are dropped out because I take
a log of the dependent variable. I use several other measures of misreported values sales and costs in Table
A7. In particular, I use a log of one plus the misreported values and a dummy for positive misreported sales
and costs. The results qualitatively confirm the fact that retailers misreport both their sales and costs on
VAT returns after the intervention.
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Table 11: Misreporting on VAT returns (annual values)

Sales Costs

(1) (2) (3) (4) (5) (6) (7) (8)
Reported True Misreport (%) Misreport ($) Reported True Misreport (%) Misreport ($)

DD coeff 0.324∗∗∗ 0.307∗∗∗ -1.513∗∗ -0.231 0.277∗∗∗ 0.289∗∗∗ -0.700∗∗∗ -0.180
(0.0379) (0.0365) (0.632) (0.149) (0.0435) (0.0433) (0.250) (0.505)

Firm FE Yes Yes Yes Yes Yes Yes Yes Yes
Cluster Industry Industry Industry Industry Industry Industry Industry Industry
Observations 11,606 11,606 11,606 2,174 11,606 11,606 11,606 1,983
Adjusted R2 0.78 0.78 0.22 0.62 0.78 0.77 0.19 0.62

Note: This table displays the results from the regression equation 2 using VAT audit data. The variable

DD coef is defined as the interaction between a dummy for retail sectors and a dummy that equals 1 for

the periods after January 2016. The first (last) four columns analyses misreporting of sales (costs). The

dependent variables in columns 1 and 2 are the log of reported sales and calculated true sales. I calculate true

sales by adding misreported sales to reported annual sales. In column 3, I use the share of misreported sales

as a dependent variable, which is the ratio between discovered hidden sales and true sales. Column 4 uses a

log of the misreported sales. Similarly, in column 5 and 6, I use a log of reported costs and calculated true

costs as right-hand side variables. True costs are calculated by subtracting misreported costs from reported

annual costs. Column 7 and 8 use share and (log of) value of misreported costs. I calculate the share of the

misreported costs by dividing the value of misreported costs by true costs. All regressions are weighted by

firms’ average annual sales reported on VAT returns before the intervention. Time and firm fixed effects are

included in all regressions. Standard errors are clustered at 4-digit industry level. * p < 0.10, ** p < 0.05,

*** p < 0.01

A summary of the direct effect analysis

On CIT returns, I find that retailers declare 20% higher sales after the implementation
of the E-receipt program, and this is due to the pure reporting effect. I do not find any
real effect on retailers’ production, which is proxied by their number of workers. However,
this increase in sales does not directly translate into larger CIT liabilities because of higher
reported costs. I document that the increase in total reported costs is mainly due to changes
in the production and administrative costs of retailers. Moreover, using CIT audit data I
find that some part of the rise (at least 2%) in reported costs is due to misreporting. This
is because of the combination of firms’ incentive to decrease their tax liabilities and the
inability of tax authorities to verify the reported costs. To the best of my knowledge, this
paper is the first to document the fact that firms respond to improved sales enforcement by
increasing cost misreporting on CIT returns.

On the other hand, on VAT returns, VAT-liable retailers’ reported sales, costs and VAT
liabilities all increase more than 30%. More importantly, the increase in input costs does not
offset the increase in sales, and thus VAT liabilities increase by 31%. As discussed above,
one of the reasons for the E-receipt program having a substantial effect on VAT liabilities
compared to CIT liabilities is the existence of the credit-invoice scheme in VAT reporting.

One thing worth analysing further is the increase in reported input costs of the VAT
liabilities. Because of the credit-invoice scheme, the increase in input purchase should also
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mean an increase in the sales of the upstream firms — the suppliers to the VAT-retailers. This
can happen if the upstream firms and retailers were colluding and hiding their trade from
the authorities before the intervention. The E-receipt program forces retailers to report their
sales truthfully. This, in turn, will induce an incentive for retailers to increase the reported
costs; hence collusion with the upstream firms may break. If this hypothesis is true, then it
means that consumer monitoring — the E-receipt program — affects not only the firms at
the end of the supply chain but also the upstream firms. Therefore, the whole supply chain
may well be affected by the E-receipt program. I analyse this in the next section.

Lastly, it is worth noting that the above results are the lower bounds of the effects of the
E-receipt program. This is because I exploit the variation in the intensity of treatment to
estimate the direct effect of the program on retailers. In particular, I compare retailers’ tax
reporting behaviour to that of wholesalers. The implicit assumption for this identification
strategy is that the wholesalers are not affected by the program. However, in reality, some
wholesalers may sell to final consumers and be affected by the program directly. Also, as
briefly explained above, the wholesalers could be treated by the program indirectly. There-
fore, my analysis in this subsection underestimates the true direct effects of the intervention
on retailers.

3.2 Indirect Effects — Upstream Firms of Retailers

This subsection explores if the E-receipt program has any effect on the upstream firms of the
retailers. To identify the upstream firms, I use VAT invoice data where I observe the VAT-
liable buyer-seller pairs and their volume of transactions at a quarterly frequency. I define
the upstream firms as the firms that have ever sold to any retailer before the intervention.
A total of 4,600 upstream firms are identified and most of them belong to trade (wholesale
or retail), manufacturing and professional activities such as consulting sectors as shown in
Table 2. Using these upstream firms, I estimate the spillover effect in two ways, which are
transaction-level within an upstream firm analysis and firm-level between upstream firm
analysis.

I start with the transaction-level within an upstream firm analysis. I adopt a DiD
estimation approach where I take the upstream firms’ sales to retailers as a treatment group,
and their sales to buyers in non-trade sectors as a control group.51 In essence, I compare
the change in sales to the retail sector to the change in sales to other sectors within each
upstream firm. Sales to retailers is the treatment group because the retailer is directly
monitored by the consumers. For each seller I calculate the total sales to the retail sector by
aggregating the volume of transaction over retail buyers each quarter. Similarly, I compute
the quarterly total sales to buyers in other sectors.52 Using these transaction values I run
the following DiD regression:

51The non-trade buyers can be, for example, manufacturing, consulting, or construction firms and are
non-retail and non-wholesale buyers.

52Summary statistics of the share of sales to each group of buyers are shown in Table 3.
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ln(Titr) = γi + σTreatir + δPostt + βTreatir · Postt + uitr (3)

where subscripts i and t correspond to (upstream) firm and quarter as before. The subscript
r represents the industry of the buyers (retail vs non-retail). Variable Treatir equals one
if firm i sells to retail sector r, otherwise zero.53 Postt equals one if the quarter falls after
January 2016 and zero otherwise. The left-hand side variable ln(Titr) is the log of firm i’s
total sales to sector r in month t. I include firm fixed effect γi and the error terms are
clustered at sellers’ 4-digit industry level.

It is important to recall that, most of the upstream firms belong to the trade sector,
either retailers or wholesalers, as shown in Table 2. And we know that retailer and whole-
salers could be directly affected by the E-receipt program as discussed in the previous section.
Including them in the analysis of indirect effects could contaminate the estimation of the
indirect effect of the intervention. Therefore, I run several regressions for robustness by
including and excluding them from the sample.

Table 12: Indirect effects — Transaction-level DiD

log(Transaction value)

(1) (2) (3)
All sellers Non-retail Non-trade

DD coef 0.224∗∗ 0.335∗∗∗ 0.397∗∗

(0.113) (0.0885) (0.182)
Buyer Ind.FE Yes Yes Yes
Seller FE Yes Yes Yes
Cluster Industry Industry Industry
Observations 119,053 105,776 44,956
Adjusted R2 0.63 0.63 0.63

Note: This table displays the results from the regression equation 3. The variable DD coef is defined as the

interaction between a dummy for time period and a dummy that equals one if a buyer’s sector is retail, zero

otherwise. The dependent variables is a log of firm i ’s sales to sector r in quarter t. The first column uses

all upstream firms regardless of their industry. In columns 2 I drop upstream firms that are retailer sector.

The last column excludes both retailers and wholesalers from the analysis. All regressions are weighted by

suppliers’ average quarterly total sales before the intervention. Time and supplier fixed effects are included

in all regressions. Standard errors are clustered at 4-digit industry level.

* p < 0.10, ** p < 0.05, *** p < 0.01

I expect the coefficient on the cross term to be positive if there is an indirect effect on
the upstream firms. Table 12 presents the results. The first column uses all upstream firms

53The main difference between this equation 3 and 2 is the variable Treat. In equation 2 the variable
Treatis is at firm level and equals one if a firm belongs to retail sector, zero otherwise. In equation 3 the
variable Treatir is at transaction level and equals one if the buyer is a retailer, zero otherwise.
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regardless of their industry. In columns 2, I drop the upstream firms that are in the retail
sector from the sample. The last column excludes both retailers and wholesalers from the
analysis. All regressions are weighted by suppliers’ average quarterly total sales before the
intervention.54

Table 12 shows that there is a positive effect on upstream firms’ sales to retailers com-
pared to their sales to non-trade buyers. The effect increases as I exclude retailers and
wholesalers from the analysis. Specifically, in column 1, sales to retailers increase by 22.4%
when I use all upstream firms. The estimated coefficient increases to 33.5% when I drop
retail upstream firms from the sample. In column 3, where I keep only non-trade sellers, the
estimated coefficient is 40%. This means non-trade upstream firms sales to retailers increase
more than their sales to other firms. The main idea behind this result is the change in
retailers’ incentive to collude with upstream firms due to consumer monitoring. The intu-
ition behind these results is the change in retailers’ incentive to collude with upstream firms.
Because of the consumer monitoring retailers are forced to disclose their previously hidden
sales. This will induce retailers to break the collusion and report larger costs to decrease
their tax liabilities.

Next, I estimate the firm-level indirect effect on upstream firms. To do so, I rank the
upstream firms and divide them into two groups based on their share of sales to retailers
before the intervention. The firms, whose share of sales to retailers is above the median are
classified as a treatment group and firms below the median are used as a control group.

Since the analysis is at the firm-level, I can examine whether the parallel-trend assump-
tion holds. As before, for each quarter, I aggregate the reported sales on CIT returns of
the upstream firms in the treatment group and standardise it by dividing the sums by the
pre-intervention mean value of the sums. I do the same for the firms in the control group
and plot them over time in panel (a) in Figure 3. Similarly, panel (b) plots the aggregate
sales reported on VAT returns for each group. As we can see from the plots, there is no
pre-trend before the policy change, but total sales of the treatment group start to increase
more compared to the control group in 2016. The gap between them starts widening over
time, and I attribute this divergence to the E-receipt program.55

Then, I run firm-level DiD regressions specified in equation 4 to examine the changes
in reported sales further.

ln(YitR) = γi + σTreatiR + δPostt + βTreatiR · Postt + uitR (4)

where subscripts i and t correspond to firm and quarter as before. The variable TreatiR takes
one if firm i is above the median in terms of its volume of sales to retailers pre-intervention,
zero otherwise. Postt equals one if the quarter falls after January 2016 and zero otherwise.

54Table A11 presents results from unweighted regressions. Estimated coefficients are positive even though
they are not significant.

55Figure A9 plots the same graphs using CIT and VAT liabilities and it confirms the parallel-trend as-
sumption as well.
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Figure 3: Pre-trend in upstream firms’ sales

(a) Sales on CIT returns (b) Sales on VAT returns

Note: Panel a (b) displays the changes in the total sales of the upstream firms in treatment and control
groups reported on CIT (VAT) returns. Each line is the sum of sales reported by firms in the treatment
or control groups scaled by the pre-intervention average quarterly sales of each group. The graph plots the
raw sales. Thus there are spikes in quarter four each year due to seasonality. The vertical dashed red line
represents the start of the E-receipt program, which is January 1, 2016.

The left-hand side variable ln(Yit) is the log of firm i’s quarterly total sales in month t. I
include firm fixed effect γi and the error terms are clustered at sellers’ 4-digit industry level.

Table 13 presents the results. The first (last) three columns correspond to changes
in sales reported on CIT (VAT) returns. Columns 1 and 4 include all upstream firms in
the analysis regardless of their industry. In columns 2 and 5, I drop upstream firms that
are in the retail sector. Columns 3 and 5 exclude both retailers and wholesalers from the
analysis. All regressions are weighted by suppliers’ average quarterly total sales before the
intervention. Columns 1, 2, 3 show that reported sales of upstream firms with above-median
sales to retailers increase by 26% compared to those who sell less to retailers. In contrast,
there is a larger effect on reported sales on VAT. Specifically, upstream firms’ reported sales
on VAT returns increase by at least 30%. However, it is documented that this increase in
reported sales does not necessarily lead to larger tax liabilities, especially for CIT. To see
this, I study the changes in the upstream firms’ tax liabilities. Table 14 shows the results.
As shown in columns 1-3, there is no significant effect on CIT liabilities. By contrast, VAT
liabilities increase at least by 15% in columns 4-6. It is worth noting that these estimates are
the lower bound of the true indirect effect since the control group is affected by the program
to some degree. This is because sales of firms with lower rank are expected to increase to
some degree since they also sell to retailers.

These results suggest that the E-receipt program has a positive effect on upstream firms
along the VAT chain for the following reasons: first, retailers are forced to report their sales
truthfully and increase their reported sales because of consumer monitoring. To decrease
VAT liabilities they increase their reported purchasing costs. This, in turn, is likely to result
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Table 13: Indirect effects — Firm-level DiD — Sales

Sales on CIT returns Sales on VAT returns

(1) (2) (3) (4) (5) (6)
All sellers Non-retail Non-trade All sellers Non-retail Non-trade

DD coeff 0.258∗∗∗ 0.265∗∗∗ 0.257∗∗∗ 0.298∗∗∗ 0.315∗∗∗ 0.351∗∗∗

(0.0431) (0.0399) (0.0956) (0.0616) (0.0559) (0.134)
Firm FE Yes Yes Yes Yes Yes Yes
Weight Yes Yes Yes Yes Yes Yes
Cluster Industry Industry Industry Industry Industry Industry
Observations 69,314 61,658 26,349 69,314 61,658 26,349
Adjusted R2 0.64 0.63 0.65 0.64 0.63 0.64

Note: This table displays the results from the regression equation 4. The variable DD coef is defined as the

interaction between a period (pre- and post-intervention) dummy and a dummy variable, which equals one

if firm i is above the median in terms of its volume of sales to retailers pre-intervention, zero otherwise. The

dependent variables in the firms three columns are a log of firm i ’s quarterly total sales reported on CIT

returns. The last three columns use reported sales on VAT returns as a dependent variable. Columns 1 and

4 include all upstream firms in the analysis regardless of their industry. In columns 2 and 5, I drop upstream

firms that are retailer sector. Columns 3 and 5 exclude both retailers and wholesalers from the analysis.

All regressions are weighted by suppliers’ average quarterly total sales before the intervention. Period and

supplier fixed effects are included in all regressions. Standard errors are clustered at 4-digit industry level.

* p < 0.10, ** p < 0.05, *** p < 0.01

in less collusion between retailers and their upstream firms and reveal previously hidden
transactions between them. In other words, because of the credit-invoice mechanism in
VAT, the increase in retailers’ reported purchasing costs has to be associated with a rise
in upstream firms’ sales and VAT liabilities. Hence, consumer monitoring does not only
affect the firms at the end of the supply chain, the retailers, as documented in the literature;
rather, its effects propagate up the VAT chain. Therefore, the total impact on the economy
is larger than previously thought.

4 Cost-benefit Analysis

In this section, I show a simple cost-benefit analysis of the E-receipt program. To implement
the program, the government had to bear some costs and it is still not clear whether the
program leads to an increase in tax revenue. First of all, it promises consumers 20% of the
VAT paid on their purchases. Second, a lottery event is held every month and the lottery
prizes get transferred to the winners’ bank account every month. The total money spent on
lottery prizes corresponds to 13.7% of the total VAT rebate costs. Lastly, there are other
costs associated with developing an IT system, preparing the infrastructure of the E-receipt
database, wage salaries of the IT workers, etc. These administrative costs account for 2.9%
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Table 14: Indirect effects — Firm-level DiD — Tax liabilities

CIT liabilities VAT liabilities

(1) (2) (3) (4) (5) (6)
All sellers Non-retail Non-trade All sellers Non-retail Non-trade

DD coeff 0.0270 0.0172 -0.0232 0.179∗∗∗ 0.151∗∗∗ 0.1771∗∗∗

(0.0395) (0.0424) (0.0910) (0.0315) (0.0312) (0.0448)
Firm FE Yes Yes Yes Yes Yes Yes
Weight Yes Yes Yes Yes Yes Yes
Cluster Industry Industry Industry Industry Industry Industry
Observations 46,727 40,718 16,986 51,741 46,375 20,611
Adjusted R2 0.54 0.53 0.54 0.67 0.65 0.68

Note: This table displays the results from the regression equation 4. The variable DD coef is defined as the

interaction between a period (pre- and post-intervention) dummy and a dummy variable, which equals one

if firm i is above the median in terms of its volume of sales to retailers pre-intervention, zero otherwise. The

dependent variables in the firms three columns are a log of firm i ’s quarterly CIT liabilities. The last three

columns use reported VAT liabilities as a dependent variable. Columns 1 and 4 include all upstream firms in

the analysis regardless of their industry. In columns 2 and 5, I drop upstream firms that are retailer sector.

Columns 3 and 5 exclude both retailers and wholesalers from the analysis. All regressions are weighted by

suppliers’ average quarterly total sales before the intervention. Period and supplier fixed effects are included

in all regressions. Standard errors are clustered at 4-digit industry level.

* p < 0.10, ** p < 0.05, *** p < 0.01

of the total VAT rebate costs. These cost estimates correspond to the Mongolian economy
as a whole. Unfortunately, the portion of the costs that correspond to the trade sector is
unknown. Therefore, I assume the same pattern holds for the trade sector.

To see whether the program pays off, I calculate the percentage increase in VAT revenue
to break even. I define V ATRev0 as the VAT revenue of the trade sector in the absence of the
E-receipt program. VAT revenue after implementing the program is denoted by V AT Rev1.

V AT Rev0 = V AT Rev1 ∗ (1 − 0.2︸︷︷︸
rebate

−(0.137︸ ︷︷ ︸
lottery

+ 0.029︸ ︷︷ ︸
admin

) ∗ 0.2)

V AT Rev1
V AT Rev0

− 1 = 0.304

The above calculation shows that a 30.4% increase in VAT payment will generate the
same VAT revenue for the government net of the costs. As we have seen in Section 3.1,
retailers’ VAT liability increased by 31.2%, which is just enough to break even. Therefore,
the previous literature significantly underestimates the effects of the consumer monitoring
program since it does not consider the spillover effect on retailers’ CIT liabilities as well as
the indirect effect of the program on the upstream firms’ VAT liabilities. If we include them
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in the calculation, the program is successful for increasing the government’s tax revenue.

It is worth noting that I did not include firms’ and consumers’ compliance costs into
the calculation. As discussed before, the compliance cost for consumers is negligible because
it is possible to register a receipt as long as consumers have a cell phone. In contrast,
there is a higher cost for firms since some firms have to update or buy a new registry system.
Unfortunately estimates of such costs do not exist.56 Furthermore, there are other intangible
aspects of the program in terms of both benefits and costs. As for the former, the program
may change societal norms that have long-lasting effects even after the program ends. These
changes include people getting used to asking for receipts, an increase in tax awareness,
greater attention to the public expenditure and demand for more efficient public spending
and so on. On the other hand, the program increases the tax burden of the firms and
thus could increase the efficiency costs of the CIT and VAT. Moreover, I do not study any
changes in tax incidence or transfer of the tax burden. Even though these are interesting
and important aspects of tax enforcement they are beyond the scope of this project.

5 Conclusion

This paper studies the role of consumer monitoring on firms’ tax reporting behaviour along
the supply chain. To do so, I exploit rich administrative tax data and an anti-tax evasion
program implemented by the Mongolian government that incentivises consumers to report
their transactions.

I start by studying the effect of the program on tax reporting behaviour of firms at
the end of the supply chain — retailers. Retailers mainly sell to final consumers, and thus
they are directly affected by the program. I document that consumer monitoring increases
retailers’ reported sales on their CIT returns by 20%. However, the effect of larger sales is
partially offset by over-reporting costs. I confirm this by using tax audit data that suggest a
large increase in reported costs on CIT returns is partly explained by cost misreporting. In
other words, because of the consumer monitoring firms find it harder to misreport their sales
and thus substitute away from under-reporting sales to over-reporting costs to decrease their
CIT liabilities. Thus, I find retailers’ CIT liabilities increase by 11%. On the other hand,
I find a stronger effect on retailers’ VAT liabilities, which increase by 31%. This is because
retailers’ reported costs on VAT returns are constrained by the declarations of suppliers
hence they are not freely adjusted. These results suggest that different opportunities for
cost adjustment faced by firms in CIT and VAT ultimately lead to the different effects of
consumer monitoring on their CIT and VAT liabilities.

Next, I examine how the effects of consumer monitoring propagate through the firm
network. Because of the self-enforcing mechanism in B2B trade in VAT, any increase in
reported input costs should be associated with an increase in upstream firms’ sales. Accord-
ingly, I find that upstream firms that sell to retailers increase their VAT liabilities by 17%. In

56However, such costs should be reflected in firms’ CIT liabilities and I find that retailers’ CIT liabilities
increase by 11%. In that sense, compliance costs for firms are reflected in my analysis.

33



contrast, I do not find any significant effect on their CIT liabilities. These results highlight
the enforcement advantage of VAT compared to CIT and suggest that consumer monitoring
enhances the self-enforcement mechanism in VAT. At the same time, it also highlights the
fact that the credit-invoice system in B2B trade is not a silver bullet. This is because the
self-enforcing mechanism breaks down at the end of the supply chain since consumers do
not usually report their purchase. This creates opportunities for firms to evade VAT along
the supply chain by, for example, colluding with one another. Therefore, it is important to
include the final consumers into VAT reporting and thus ensuring better enforcement along
the whole supply chain.

Taking together the effects of consumer monitoring on downstream and upstream firms,
the economy-wide impact of the policy is larger than previously found in the literature.
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Appendix A

A.1 Share of CIT and VAT in Tax Revenue Across Countries

Figure A1 depicts the composition of total tax revenue across a group of countries: low,
lower-middle, upper-middle and high-income countries. The sample data consist of 115
countries, of which 42 are high-income, 38 are upper-middle, 20 are lower-middle and 15 are
low-income.57

Figure A1: Composition of tax revenue

(a) Share of CIT and VAT (b) Share of PIT

Subfigure A1a shows that CIT and VAT constitute around 40% of total tax revenue in
high-income countries. It is slightly higher — 47% — for low and middle-income countries.
On the other hand, Subfigure A1b shows that personal income tax (PIT) make 30% of tax
revenue for developed countries. The share of PIT for low and middle-income countries is
around 15% of tax revenue, which is much lower compared to that of high-income countries.
Therefore, CIT and VAT together make the largest share of tax revenue, especially in low
and middle-income countries.

57Data sources are IMF Macroeconomic and financial data (https://data.imf.org/) and WorldBank open
data (https://data.worldbank.org/)
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A.2 Misreporting on CIT vs VAT Returns for VAT-liable Firms

Audited VAT-liable firms and their misreporting behaviour is summarised in Table A1. In
particular, summary statistics of misreported values on the CIT audit data is reported in
Table A1a and VAT audit data in Table A1b. They show that VAT-liable firms are more
likely to under-report their sales and less likely to over-report their costs on VAT returns
compared to CIT returns. A plausible explanation for this observation is the existence of
the credit-invoice scheme in VAT. For VAT, firms reported purchasing costs are constrained
by suppliers’ declaration and hence it is harder to over-report costs on VAT returns.

Table A1: Summary statistics - Audit data for VAT-liable firms

(a) CIT returns

mean sd count

Retailers

Under.rep.sales ($) 0.70 5.25 3,723
share (%) 1.60 8.48 3,723

Over.rep.costs ($) 1.15 13.36 3,723
share (%) 0.88 4.30 3,723

Wholesalers

Under.rep.sales ($) 4.04 31.32 7,636
share (%) 2.18 13.18 7,636

Over.rep.costs ($) 5.29 28.76 7,636
share (%) 1.63 6.54 7,636

(b) VAT returns

mean sd count

Retailers

Under.rep.sales ($) 1.80 15.66 3,738
share (%) 3.98 20.62 3,738

Over.rep.costs ($) 0.64 9.00 3,738
share (%) 0.63 4.79 3,738

Wholesalers

Under.rep.sales ($) 4.33 29.73 7,621
share (%) 4.06 23.99 7,621

Over.rep.costs ($) 3.78 40.29 7,621
share (%) 2.04 9.23 7,621

Note: Table A1a and A1b present summary statistics of CIT and VAT audit data, respectively. Specifically,
it summarises (annual) values of under-reported sales and their share in firms’ true sales on each type of tax
returns. The true sales are calculated as the sum of reported sales and hidden sales. Similarly, it provides
summary statistics of (annual) values of over-reported costs, and their share in true costs in each type of tax
return. The true costs are calculated as the difference between reported costs and the over-reported costs.
All nominal values are in thousand USD (1 MNT = 2600 USD).
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A.3 Firms Enrollment in E-receipt Program

Figure A2: Share of retailers issuing E-receipts

Figure A2 shows the total number of retailers that submit corporate income tax as
well as the number and share of retailers that issue E-receipts. It illustrates the gradual
enrollment of the retailers: the share of retailers that were enrolled in the E-receipt program
was 51% in 2016 and increased to 56% in 2018.

A.4 Retailers’ incentive to collude with upstream firms

In this section I explain why the effects of the E-receipt program propagate up the supply
chain. To do so, I use a simple illustration of a supply chain, where I assume a retailer buys
a good from a wholesaler at a price 5, and sells it to a consumer at a price 8 as illustrated
in Figure A3a.

In Figure A3b I show how firms report these transactions in the absence of the E-receipt
program. Since the consumer does not report their purchase to tax authorities the retailer
can hide its final sales of 8. However, if the retailer declares the associated purchasing costs
of 5 but not sales, it might send a red signal to the authorities. Therefore, the retailer
potentially has an incentive to collude with the wholesaler and hide its purchasing costs of
5. Such misreporting of sales and costs allows the retailer to obtain the profits of 3 without
paying any taxes. On the other hand, it is profitable for the wholesaler to hide its sales
of 5, which leads to less tax liabilities. Also, the wholesaler may collude with its upstream
firms/suppliers. Hence such collusion can happen along the whole supply chain.

One E-receipt program is in place, the consumer start reporting the purchase of 8, this
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Figure A3: Collusion along supply chain

(a) Actual transactions

Wholesaler Retailer Consumer5 8

(b) Reported transactions w/o E-receipt program

Wholesaler Retailer Consumer

Sales: 0 Input: 0
Sales: 0

EAT: 3

N/A

0 0

(c) Reported transactions w/ E-receipt program

Wholesaler Retailer Consumer

Sales: 5 Inputs: 5
Sales: 8

EAT: 3(1-t)

8

5 8

forces the retailer to declare its final sales. This, in turn, leads to a break of the collusion
between the retailer and wholesaler as the retailer now has an incentive to declare the
purchasing costs of 5. The sales and costs reported by the firms are illustrated in Figure
A3c. In this case, the retailer has to pay taxes, thus its earnings after tax is 3(1 − t).

Moreover, there could be other reasons why retailers might want to collude with their
upstream firms. For example, upstream firms could offer a discount if they agree to hide their
trade. If retailers do not report their purchase on their tax returns, the sellers would not have
to pay tax on those sales and transfer some of the gains to the retailers. Therefore, it can
be profitable for both upstream firms and retailers to hide their transactions. Alternatively,
the firms could be involved in some underground/illegal activities, selling alcohol without a
license, hence have an incentive to collude and hide their transactions from tax authorities.
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A.5 Pre-trend assumption in reported sales after quarter fixed
effects

In the main text I plot sector-level sales of wholesalers and retailers using firms’ CIT (VAT)
returns in Figure 1 (Figure 2) to see if the wholesalers are a valid control group. However,
since they are the aggregates of raw reported sales of each firm, they exhibit spikes in quarter
four each year. To control for this seasonality I regress the aggregate sales on quarter-of-year
FEs and analyse the residuals. Figure A4a and Figure A4b show the CIT and VAT residuals,
respectively. They are consistent with the no pre-trend assumption in the reported sales on
CIT and VAT returns.

Figure A4: Pre-trend in sector-level sales, correcting for seasonality

(a) Sales reported on CIT returns (b) Sales reported on VAT returns

Note: Panel (a) displays the changes in the sector-level sales of retailers and wholesalers reported on CIT
returns after controlling for quarter-of-year fixed effect. In other words, each line plots the residuals after
regressing industry-level sales of retailers and wholesalers on quarter fixed effects. Similarly, Panel (b)
displays the residuals using reported sales on VAT returns by retailers and wholesalers. The vertical dashed
red line represents the start of the E-receipt program, which is January 1, 2016.

One might think that the divergence between retailers and wholesalers’ reported sales
appear in quarter one in 2015. This is especially visible for reported sales on VAT returns in
Figure 2 and Figure A4b. However, as depicted in Figure A5a, number of VAT-liable retailers
increase more compared to number of VAT-liable wholesalers in quarter one in 2015. This
suggests that the slight increase in the retail sales in quarter one in 2015 is partially due
to adjustments at the extensive margin, not due to the changes in firm-level sales. Once I
plot the average reported sales of each sector, which is the ratio between the aggregate sales
divided by the number of firms, in Figure A5b, such early divergence is not as apparent as
before in Figure 2.
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Figure A5: Number of VAT-liable firms and average sales in each sector

(a) Number of VAT-liable firms (b) Average sales reported on VAT returns

Note: Panel (a) displays the changes in the number of VAT-liable retailers and wholesalers, scaled by the
pre-intervention average number of retailers and wholesalers. Panel (b) shows the average sales of VAT-
liable retailers and wholesalers reported on VAT returns. Average sales in each sector are calculated by
aggregating reported sales of the firms and dividing the sum by the number of firms. The average sales are
also standardised by dividing by the mean pre-intervention average sales of each sector. The vertical dashed
red line represents the start of the E-receipt program, which is January 1, 2016.

A.6 Pre-trend assumption in terms of reported costs and tax lia-
bilities

In Figure 1 and 2 I show the parallel trend assumption holds in terms of firms’ reported
sales on CIT and VAT returns. In Figure A6 I do the same thing using firms’ total costs
and CIT liabilities reported on CIT returns in panels (a) and (b), and total purchasing costs
and VAT liabilities from firms’ VAT returns in panels (c) and (d). In particular, panel (a)
plots the aggregate total costs reported on CIT returns of all retailers and wholesalers scaled
by the pre-intervention average quarterly costs each sector group. Panel (b) shows the CIT
liabilities of retailers and wholesalers standardised in the same way using pre-intervention
average CIT liabilities. It shows that there is no pre-trend before January 2016, but total
costs of retailers start to increase more compared to wholesalers after 2016. Panel (b) plots
the standardised sector-level CIT liabilities of retail and wholesale sector. It also confirms
the parallel trend assumption, but it exhibits only a short-lived larger effect on retailers’ CIT
liabilities. Panel (c) displays total purchasing costs of retailers and wholesalers divided by
pre-2016 average sector-level purchasing costs, and confirms there is no-pre trend. Lastly,
panel (d) shows sector-level VAT liabilities reported by retailers and wholesalers, and it
confirms the parallel trend assumption as well.
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Figure A6: Pre-trend in CIT and VAT data

(a) Sectors’ standardised total costs - CIT data (b) Sectors’ standardised CIT liabilities

(c) Sectors’ standardised purchase - VAT data (d) Sectors’ standardised VAT liabilities

Note: In panel (a) and (b) I use data from firms’ CIT returns. They display sector-level total costs and CIT
liabilities reported by retailers and wholesalers on their CIT returns. In particular, panel (a) shows total
costs reported by all firms aggregated by retail or wholesale sectors scaled by the pre-intervention average
quarterly costs each sector group. Panel (b) shows the CIT liabilities of retailers and wholesalers standardised
in the same way using pre-intervention average CIT liabilities. Panel (c) and (d) use data from firms’ VAT
returns. In panel (c) I plot standardised total purchasing costs reported by retailers and wholesalers on their
VAT returns. Panel (d) shows the standardised VAT liabilities of retailers and wholesalers. The graphs plot
the raw data, hence there are spikes in quarter four each year due to seasonality. The vertical dashed red
line represents the start of the E-receipt program, which is January 1, 2016.
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Table A2: Direct effect - CIT returns (unweighted)

Main variables Cost decomposition

(1) (2) (3) (4) (5) (6)
Sales Costs CIT Production Admin Other

DD coef 0.147∗∗∗ 0.178∗∗∗ 0.00894 0.216∗∗∗ 0.0403∗ 0.131
(0.0473) (0.0519) (0.0185) (0.0403) (0.0210) (0.104)

Firm FE Yes Yes Yes Yes Yes Yes
Cluster Industry Industry Industry Industry Industry Industry
Observations 202,138 202,138 202,138 144,922 171,558 29,262
Adjusted R2 0.83 0.81 0.69 0.79 0.79 0.59

Note: This table displays the results from the regression equation 2. The variable DD coef is defined as

the interaction between a dummy for retail sectors and a dummy that equals 1 for the periods after January

2016. The first three columns take a log of quarterly sales, costs or tax liabilities as dependent variables.

Only the firms with strictly positive profits are included in the analysis because I take a log of the dependent

variable. That is the firms with zero tax liabilities (firms with zero or negative profits) drop out of the

sample. The last three columns decompose the change in total costs into changes into its components: they

take a log of production, administrative and other costs as dependent variables. Time and firm fixed effects

are included in all regressions. Standard errors are clustered at 4-digit industry level.

* p < 0.10, ** p < 0.05, *** p < 0.01

A.7 Complementary Tables — Unweighted regression

Table A2 presents results from unweighted regressions specified in equation 2. The first
three columns show the coefficients from regressions that use a log of quarterly sales, costs
or tax liabilities as dependent variables. In the last three columns I decompose the change
in total costs into changes into its components: log of production, administrative and other
costs are the dependent variables. The results are consistent with outcomes from weighted
regressions shown in Table 5. From column 1 we can see that the E-receipt program induced
retailers to report 15% higher sales relative to wholesalers. However, in column 2, retailers’
reported costs increased by 18%. This increase in costs offsets the effect on CIT liabilities,
and there is no significant increase in CIT liabilities. The last three columns show that an
increase in total costs is mainly driven by the rise in production and administrative costs.
The coefficient on other costs is insignificant even though it is positive. This result is slightly
different from the findings in the existing literature (for example Carrillo et al. 2017), where
they document that firms in Ecuador tend to increase costs that are more difficult to verify
such as “other administrative costs” in response to increased third-party information on
sales.
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Figure A7: Underestimation: Pre-trend in CIT data

(a) Sectors’ standardised total sales (b) Sectors’ standardised total costs

Note: Panel (a) and (b) display the changes in the total sales and costs of retail and wholesale sectors
reported on CIT returns. Wholesale sector contains only the firms that never sell to any retailers between
2014 and 2018. Each line is the total sales reported by all firms aggregated by retail or wholesale sectors
scaled by the pre-intervention average quarterly sales each sector group. The graph plots the raw sales.
Thus there are spikes in quarter four each year due to seasonality. The vertical dashed red line represents
the start of the E-receipt program, which is January 1, 2016.

A.8 Underestimation of Direct Effects

It is important to note that analyses of the direct effect on retailers underestimate the
true effects of the E-receipt program. To identify the direct effect, I use wholesalers as a
control group for retailers. The underlying assumption for this strategy is that wholesalers
would have behaved similarly to retailers in the absence of the intervention (parallel trend
assumption) and that wholesalers are not affected by the program. The data exhibit a
reasonable parallel trend in the sales of retailers and wholesalers before the intervention,
which validates the parallel trend assumption. However, the wholesalers are likely to be
affected by the program both directly and indirectly. Wholesalers are likely to be directly
affected because they could sell to final consumers. Also, not surprisingly, wholesalers are
classified as upstream firms, and I find substantial spillover effect on the upstream firms in
Section 3.2. Therefore, the estimated effects are a lower bound of the true direct effects on
retailers. To investigate the extent of the underestimation, I change the control group to
the wholesalers that never sell to any retailers. I identify such wholesalers using the firm
network data from VAT invoice. To test the no pre-trend assumption I plot the industry
level sales and costs from firms’ CIT (VAT) returns in Figure A7 (Figure A8) and they show
reasonable parallel trend.
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Figure A8: Underestimation: Pre-trend in VAT data

(a) Sectors’ standardised total sales (b) Sectors’ standardised total purchasing costs

Note: Panel (a) and (b) display the changes in the total sales and purchasing costs of retail and wholesale
sectors reported on VAT returns. Wholesale sector contains only the firms that never sell to any retailers
between 2014 and 2018. Each line is the total sales reported by all firms aggregated by retail or wholesale
sectors scaled by the pre-intervention average quarterly sales each sector group. The graph plots the raw
sales. Thus there are spikes in quarter four each year due to seasonality. The vertical dashed red line
represents the start of the E-receipt program, which is January 1, 2016.

In Table A3 I report the regression results from the simple DiD specifications in equation
2. The results using CIT data are reported in. Similarly, Table A4 reports the results using
VAT data.The estimated coefficients on sales and costs (as well as on VAT liabilities) are
above 60% suggesting a substantial underestimation.
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Table A3: Underestimation of the direct effect - CIT returns

(1) (2) (3)
Sales Costs CIT

DD coef 0.608∗∗∗ 0.755∗∗∗ -0.0613
(0.202) (0.224) (0.226)

Firm FE Yes Yes Yes
Cluster Industry Industry Industry
Observations 38,939 38,939 38,939
Adjusted R2 0.87 0.86 0.88

Note: This table displays the results from the regression equation 2. The variable DD coef is defined

as the interaction between a dummy for retail sectors and a dummy that equals 1 for the periods after

January 2016. Unlike the main specification in Table 5, I use the wholesalers that never sell to retailers

as a control group, which are identified from the firm network data. The dependent variables are a log of

firms’ reported quarterly sales, costs or tax liabilities on CIT returns. Only the firms with strictly positive

profits are included in the analysis because I take a log of the dependent variable. That is the firms with

zero tax liabilities (firms with zero or negative profits) drop out of the sample. Time and firm fixed effects

are included in all regressions. All regressions are weighted by firms’ average quarterly sales before the

intervention and standard errors are clustered at 4-digit industry level. * p < 0.10, ** p < 0.05, *** p < 0.01

Table A4: Underestimation of the direct effect - VAT returns

(1) (2) (3)
Sales Purchase VAT (final)

DD coef 0.695∗∗∗ 0.696∗∗∗ 0.640∗∗∗

(0.0375) (0.0597) (0.125)
Firm FE Yes Yes Yes
Cluster Industry Industry Industry
Observations 76,973 76,973 76,973
Adjusted R2 0.72 0.70 0.65

Note: This table displays the results from the regression equation 2 using the VAT data. The variable DD

coef is defined as the interaction between a dummy for retail sectors and a dummy that equals 1 for the

periods after January 2016. Unlike the main specification in Table 9, I use the wholesalers that never sell to

retailers as a control group, which are identified from the firm network data. The dependent variables are

a log of firms’ reported quarterly sales, costs or tax liabilities on CIT returns. Only the firms with strictly

positive profits are included in the analysis because I take a log of the dependent variable. That is the firms

with zero tax liabilities (firms with zero or negative profits) drop out of the sample. Time and firm fixed

effects are included in all regressions. All regressions are weighted by firms’ average quarterly sales before the

intervention and standard errors are clustered at 4-digit industry level. * p < 0.10, ** p < 0.05, *** p < 0.01
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A.9 Cost Decomposition Sample

Some firms do not report the decomposition of the total costs accurately. For example,
production costs are equal to the total costs and the other two components are zero. I do
the same regression analysis by dropping those firms. The results are reported in Table A5
and they are consistent with outcomes in Table 5.

Table A5: Direct effect - CIT returns

Main variables Cost decomposition

(1) (2) (3) (4) (5) (6)
Sales Costs CIT Production Admin Other

DD coef 0.182∗∗∗ 0.195∗∗∗ 0.0986∗ 0.223∗∗∗ 0.118∗∗∗ 0.206
(0.0646) (0.0714) (0.0567) (0.0698) (0.0351) (0.230)

Firm FE Yes Yes Yes Yes Yes Yes
Cluster Industry Industry Industry Industry Industry Industry
Observations 139,257 139,257 139,257 125,803 129,517 27,494
Adjusted R2 0.76 0.74 0.59 0.70 0.80 0.40

Note: This table displays the results from the regression equation 2 using the cost decomposition sample:

I drop firms that do not report the decomposition of the total costs accurately. For example, I exclude the

firms that report production costs equal to the total costs but the other two components are zero. The

variable DD coef is defined as the interaction between a dummy for retail sectors and a dummy that equals

1 for the periods after January 2016. The first three columns take a log of quarterly sales, costs or tax

liabilities as dependent variables. Only the firms with strictly positive profits are included in the analysis

because I take a log of the dependent variable. That is the firms with zero tax liabilities (firms with zero or

negative profits) drop out of the sample. The last three columns decompose the change in total costs into

changes into its components: they take a log of production, administrative and other costs as dependent

variables. Time and firm fixed effects are included in all regressions. All regressions are weighted by firms’

average quarterly sales before the intervention and standard errors are clustered at 4-digit industry level.

* p < 0.10, ** p < 0.05, *** p < 0.01
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A.10 Robustness Checks for Changes in Retailers’ Misreporting
Behaviour

To study the changes in misreporting behaviour of retailers on CIT returns I use a log of the
original value of misreported sales and costs in Table 8. Since some of the audited firms do
not misreport their sales and/or costs in some years and such observations are dropped out
of my sample because I take log. To avoid this I use several other measures of misreported
values sales and costs in Table A6. In particular, I use a log of one plus the misreported
values and a dummy for positive misreported sales and costs. The results qualitatively
confirm the fact that retailers misreport their sales less but more likely to over-report their
costs after the intervention as in Table 8. Table A7 presents the estimated coefficients from
the same analysis using VAT audit data.

Table A6: Other measures for misreported sales and costs on CIT returns

Misreported Sales ($) Misreported Costs ($)

(1) (2) (3) (4) (5) (6)
Original log(x+1) Dummy Original log(x+1) Dummy

DD coeff -0.0151 -0.0328 -0.00531 0.362∗∗ 1.053∗∗∗ 0.0582∗∗∗

(0.249) (0.275) (0.0181) (0.137) (0.296) (0.0192)
Firm FE Yes Yes Yes Yes Yes Yes
Cluster Industry Industry Industry Industry Industry Industry
Observations 2,246 14,100 14,100 3,091 14,100 14,100
Adjusted R2 0.68 0.14 0.14 0.74 0.30 0.29

Note: This table CIT audit data and uses different measures for values of misreported sales and costs. In

particular, for columns 1-3 (4-6), I use a log of the original value misreported sales (costs), a log of one plus

the misreported sales (costs), and a dummy for positive misreported sales (costs), respectively. Since some

firms do not misreport sales and costs (zero value), the number of observations is smaller in columns 1 and

4. The variable DD coef is defined as the interaction between a dummy for retail sectors and a dummy

that equals 1 for the periods after January 2016. All regressions are weighted by firms’ average annual sales

reported on CIT returns before the intervention. Time and firm fixed effects are included in all regressions

as expressed in equation 2. Standard errors are clustered at 4-digit industry level. * p < 0.10, ** p < 0.05,

*** p < 0.01

A.11 Comparison of Sales Reported on CIT and VAT returns

In section 3.1.2 I document that retailers’ reported sales on VAT returns respond more com-
pared to CIT returns. One potential explanation is that firms could be taking advantage of
the fact that it is not straightforward to compare CIT and VAT returns for tax authorities
and manipulate their reported values. Specifically, values reported on both tax returns are
cross-checked manually by tax officers and it is not done for all firms. And it is not straight-
forward to compare because VAT returns are submitted monthly and values corresponding
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Table A7: Other measures for misreported sales and costs on VAT returns

Misreported Sales ($) Misreported Costs ($)

(1) (2) (3) (4) (5) (6)
Original log(x+1) Dummy Original log(x+1) Dummy

DD coeff -0.231 -0.362∗ -0.0206 -0.180 -1.073∗∗∗ -0.0671∗∗∗

(0.149) (0.201) (0.0139) (0.505) (0.278) (0.0180)
Firm FE Yes Yes Yes Yes Yes Yes
Cluster Industry Industry Industry Industry Industry Industry
Observations 2,174 11,606 11,606 1,983 11,606 11,606
Adjusted R2 0.62 0.14 0.14 0.62 0.30 0.31

Note: This table VAT audit data and uses different measures for values of misreported sales and costs.

In particular, for columns 1-3 (4-6), I use a log of the original value misreported sales (costs), a log of one

plus the misreported sales (costs), and a dummy for positive misreported sales (costs), respectively. Since

some firms do not misreport sales and costs (zero value), the number of observations is smaller in columns 1

and 4. The variable DD coef is defined as the interaction between a dummy for retail sectors and a dummy

that equals 1 for the periods after January 2016. All regressions are weighted by firms’ average annual sales

reported on CIT returns before the intervention. Time and firm fixed effects are included in all regressions

as expressed in equation 2. Standard errors are clustered at 4-digit industry level. * p < 0.10, ** p < 0.05,

*** p < 0.01

to the respective month are reported. In contrast, CIT returns are sent quarterly and values
are in cumulative values. Table A8 compares quarterly total reported sales (in thousand
USD) on CIT and VAT returns and their difference. It shows that there is a large difference
between the sales reported on CIT and VAT returns.
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Table A8: Comparison of sales reported on CIT and VAT returns

min mean med max sd count

Sales on CIT return 0 84 18 689 153 82,023

Sales on VAT return 0 124 18 2,442 331 82,023

Difference (CIT-VAT) -2,430 -41 0 674 213 82,023

Share of diff in CIT sales -1,324,575 -58 0 100 4,946 82,023

Note: This table presents summary statistics of total reported sales on CIT and VAT returns as
well as their difference. All nominal values are in thousand USD (1 MNT = 2600 USD).

A.12 VAT Data — Decomposition of Purchasing Costs

In Table 9 I document that the purchasing costs of VAT-liable retailers increase by 39%. I
decompose the increase in purchases into its components using the equation 2: total purchas-
ing costs are split into the deductible and non-deductible input costs on VAT returns.58 The
results are presented in Table A9. It results show that both deductible and non-deductible
costs increase. It is worth noticing that non-deductible input costs increase more compared
to deductible costs even though it does not affect firms’ VAT liabilities.

Table A9: Decompostion of purchasing costs reported on VAT returns

Weighted No weight

(1) (2) (3) (4) (5) (6)
Total Deductible Non-deductible Total Deductible Non-deductible

DD coef 0.378∗∗∗ 0.296∗∗ 0.883∗∗∗ 0.303∗∗∗ 0.312∗∗∗ 1.010∗∗∗

(0.0579) (0.128) (0.247) (0.0357) (0.0387) (0.198)
Firm FE Yes Yes Yes Yes Yes Yes
Cluster Industry Industry Industry Industry Industry Industry
Observations 130,309 130,164 9,099 130,309 130,164 9,099
Adjusted R2 0.73 0.74 0.55 0.70 0.70 0.60

Note: This table displays the results from regressions expressed in equation 2. The first three columns

represent regressions weighted by firms’ average quarterly sales before the intervention. The last three

columns are for unweighted regressions. The dependent variables are a log of the total, deductible and non-

deductible input costs. Variable DD coef is defined as the interaction between a dummy for retail sectors,

and a dummy variable that equals one for the periods after January 2016, zero otherwise. Time period

(before and after-intervention) and firm fixed effects are included in all regressions. Standard errors are

clustered at 4-digit industry level. * p < 0.10, ** p < 0.05, *** p < 0.01

58Summary statistics are presented in Table A10 and it can be seen that deductible costs make 99% of
the total input costs and it equals the total purchasing costs in the 90% of the sample.
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Table A10: Summary statistics - Purchasing costs decomposition

min mean med max sd count

Value

Total purchase 0 57 6 13,064 237 132,586

Deductible 0 55 5 13,064 226 132,586

Non-deductible 0 2 0 8,259 55 132,586
.

Share (%)

Deductible 0 98.9 100 100 8 132,586

Non-deductible 0 1.1 0 100 8 132,586

Note: Table A10 presents descriptive statistics of quarterly total, deductible and non-deductible purchasing
costs reported on VAT returns. All nominal values are in thousand USD (1 MNT = 2600 USD).

Table A10 presents summary statistics of quarterly total, deductible and non-deductible
purchasing costs reported on VAT returns. It can be seen that deductible costs make 99%
of the total input costs and it equals the total purchasing costs in 90% of the sample.
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A.13 Analysis of Indirect Effects — Pre-trend in Tax Liabilities

I examine whether the parallel-trend assumption holds for CIT and VAT liabilities of the
upstream firms in Figure A9. In particular, for each quarter, I aggregate the reported CIT
liabilities of the upstream firms in the treatment group and standardise it by dividing the
sums by pre-intervention mean value of the sums. I do the same for the firms in the control
group and plot them over time in panel (a) in Figure A9. Similarly, panel (b) plots the
aggregate VAT liabilities for each group. As we can see from the plots, there is no pre-
trend before the policy change, but total sales of the treatment group start to increase more
compared to the control group in 2016. The gap between them starts widening over time,
and I attribute this divergence to the E-receipt program.

Figure A9: Indirect effects — Pre-trend in tax liabilities

(a) CIT liabilities (b) VAT liabilities

Note: Panel a (b) displays the changes in the total CIT (VAT) liabilities of the upstream firms in treatment
and control groups. Each line is the sum of sales reported by firms in the treatment or control groups scaled
by the pre-intervention average quarterly tax liabilities of each group. The graph plots the raw sales. Thus
there are spikes in quarter four each year due to seasonality. The vertical dashed red line represents the
start of the E-receipt program, which is January 1, 2016.
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A.14 Analysis of Indirect Effects — Transaction-level DiD (no
weight)

Table A11 presents results from unweighted regressions specified in equation 3. The first
column uses all upstream firms regardless of their industry. In columns 2 I drop upstream
firms that are retailer sector. The last column excludes both retailers and wholesalers from
the analysis. The estimated coefficients are positive even though they are not significant.
Therefore, it also suggests that there is a positive effect on upstream firms’ sales to retailers
compared to their sales to non-trade buyers as discussed in section 3.2.

Table A11: Indirect effects — Transaction-level DiD (no weight)

log(Transaction value)

(1) (2) (3)
All sellers Non-retail Non-trade

DD coef 0.0178 0.0253 0.00825
(0.0454) (0.0305) (0.0551)

Buyer Ind.FE Yes Yes Yes
Seller FE Yes Yes Yes
Weight
Cluster Industry Industry Industry
Observations 119,053 105,776 44,956
Adjusted R2 0.61 0.61 0.60

Note: This table displays the results from the regression equation 3. The variable DD coef is defined as

the interaction between a dummy for time period and a dummy that equals one if a buyer’s sector is retail,

zero otherwise. The dependent variable is a log of upstream firms’ quarterly sales to (retail vs non-retail)

downstream firms. The first column uses all upstream firms regardless of their industry. In columns 2 I

drop upstream firms that are retailer sector. The last column excludes both retailers and wholesalers from

the analysis. All regressions are unweighted. Time and supplier fixed effects are included in all regressions.

Standard errors are clustered at 4-digit industry level.

* p < 0.10, ** p < 0.05, *** p < 0.01
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A.15 Robustness Checks Using Unbalanced Data

In the main analysis, I focus on firms with strictly positive profits and tax liabilities. This
is because I take a log of the variables but the firms’ profits and tax liabilities can be zero
or even negative. In this subsection, I show that the main results survive qualitatively even
if I include the firms with non-zero profits and tax liabilities in the analysis.

I start by analysing the CIT data as in the main text. Table A12 corresponds to the
Table 5, and it is consistent the main result. If anything, it suggests that the effects of
the E-receipt program on firms’ reported sales, costs and CIT liabilities are stronger as the
estimated coefficients are larger.

Table A12: Direct effects - CIT returns — Unbalanced data

(1) (2) (3)
Sales Costs CIT

DD coef 0.403∗∗∗ 0.344∗∗∗ 0.141
(0.0331) (0.0424) (0.105)

Firm FE Yes Yes Yes
Cluster Industry Industry Industry
Observations 314,097 314,097 213,168
Adjusted R2 0.51 0.65 0.50

Note: This table displays the results from the regression equation 2. The variable DD coef is defined as

the interaction between a dummy for retail sectors and a dummy that equals 1 for the periods after January

2016. The dependent variables are a log of firms’ reported quarterly sales, costs or tax liabilities on CIT

returns. That is the firms with zero tax liabilities (firms with zero or negative profits) drop out of the sample.

Time and firm fixed effects are included in all regressions. All regressions are weighted by firms’ average

quarterly sales before the intervention and standard errors are clustered at 4-digit industry level. * p < 0.10,

** p < 0.05, *** p < 0.01

Next, I analyse if there the E-receipt program caused is any real response. That is, I
examine if there are any differential changes in retailers’ number of workers and the value of
wages. Table A13 corresponds to the Table 6, and it confirms that there is no real response.
I don’t find any significant effect on retailers’ workers and wages. In other words, any
changes in retailers’ reported sales, costs, and CIT liabilities are due to changes in reporting
behaviour.
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Table A13: No real response by retailers — Unbalanced data

Main variables Real response

(1) (2) (3) (4) (5)
Sales Expenses CIT Wages Workers

DD coef 0.280∗∗∗ 0.228∗∗∗ 0.0763 0.0522 0.0715
(0.0367) (0.0284) (0.0766) (0.0587) (0.0929)

Firm FE Yes Yes Yes Yes Yes
Cluster Industry Industry Industry Industry Industry
Observations 143,795 143,795 94,099 143,795 143,795
Adjusted R2 0.57 0.74 0.53 0.89 0.88

Note: This table displays the results from the regression equation 2. The first three columns take a log of

quarterly sales, costs or tax liabilities as dependent variables. The payroll data covers Q1 in 2015 to Q3 in

2018 only. Therefore, less observation compared to Table 5. The dependent variables in the last two columns

are log of total wages and number workers. The variable DD coef is defined as the interaction between a

dummy for retail sectors and a dummy that equals 1 for the periods after January 2016. Time and firm

fixed effects are included in all regressions. All regressions are weighted by firms’ average quarterly sales

before the intervention and standard errors are clustered at 4-digit industry level. * p < 0.10, ** p < 0.05,

*** p < 0.01

Lastly, I turn to VAT data. Table A14 corresponds to the Table 9, and it is consistent
the main result. If anything it implies even stronger effects of the E-receipt program on
VAT-liable firms. In particular, it shows that VAT-liable retailers’ reported sales increase by
45%. Even though the reported purchases increase by 39% as reported in column 2, they do
not cancel out the effect on the final VAT liabilities of the retailers. VAT liabilities increased
substantially, by 31%, in column 3.
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Table A14: Direct effects - VAT returns — Unbalanced data

(1) (2) (3)
Sales Purchase VAT

DD coef 0.450∗∗∗ 0.386∗∗∗ 0.312∗∗

(0.0287) (0.0523) (0.124)
Firm FE Yes Yes Yes
Cluster Industry Industry Industry
Observations 183,793 183,793 130,316
Adjusted R2 0.64 0.70 0.62

Note: This table displays the results from the regression equation 2 using the VAT data. The variable

DD coef is defined as the interaction between a dummy for retail sectors and a dummy that equals 1 for

the periods after January 2016. The dependent variables are a log of firms’ reported quarterly total sales,

purchasing costs or VAT liabilities. Time and firm fixed effects are included in all regressions. All regressions

are weighted by firms’ average quarterly sales before the intervention and standard errors are clustered at

4-digit industry level. * p < 0.10, ** p < 0.05, *** p < 0.01
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