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要旨  

認知診断モデル（ cognitive diagnostic models）は診断分類モデル（ diagnostic 

classification models）とも呼ばれ、制約付き潜在クラスモデルとして定式化される統計モ

デルである。心理・教育測定の分野におけるその主要な利用目的は、テスト解答をデータと

して学習者の認知的スキル習得状態を推定し、これを次なる学習改善に役立てることである。

認知診断モデルにおけるベイズ推定に際しては、マルコフ連鎖モンテカルロ法が広く活用さ

れている。しかしこの方法には計算量上の困難さがあり、現実の大規模データに対応するた

めにはスケーラブルな推定法が求められる。そこで本発表では、変分近似による高速な変分

ベイズ推定を用いて、パラメータとモデル構造を推定する我々の研究を紹介する。 
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