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ABSTRACT

The goal of many scientific experiments including A/B testing is to estimate the average treatment
effect (ATE), which is defined as the difference between the expected outcomes of two or more
treatments. In this paper, we consider a situation where an experimenter can assign a treatment
to research subjects sequentially. In adaptive experimental design, the experimenter is allowed
to change the probability of assigning a treatment using past observations for estimating the ATE
efficiently. However, with this approach, it is difficult to apply a standard statistical method to
construct an estimator because the observations are not independent and identically distributed. We
thus propose an algorithm for efficient experiments with estimators constructed from dependent
samples. We also introduce a sequential testing framework using the proposed estimator. To justify
our proposed approach, we provide finite and infinite sample analyses. Finally, we experimentally
show that the proposed algorithm exhibits preferable performance.

1 Introduction

Discovering causality from observations is a fundamental task in statistics and machine learning. In this paper, we
follow Rubin (1974) to define a causal effect as the difference between the average outcomes resulting from two
different actions, i.e., the average treatment effect (ATE). One of these actions corresponds to the treatment and the
other corresponds to the control (Imbens & Rubin, 2015). One naive method for estimating the ATE using scientific
experiments is the randomized control trial (RCT). In an RCT, we randomly assign one of the two actions to each
research subject (Kendall, 2003) to obtain an unbiased estimator of the ATE (Imbens & Rubin, 2015).

However, while an RCT is a reliable method for scientific experiments, it often requires a large sample size for esti-
mating the ATE precisely enough. To mitigate this problem, adaptive experimental designs have garnered increasing
attention in various fields such as medicine and social science (Chow SC, 2005; van der Laan, 2008; Komiyama et al.,
2009; Hahn et al., 2011; Chow & Chang, 2011; Villar et al., 2015; FDA, 2019). Compared to usual non-adaptive de-
signs, adaptive designs often allow experimenters to detect the true causal effect while exposing fewer subjects to
potentially harmful treatment. This motivates the US Food and Drug Administration (FDA) to recommend adaptive
designs (FDA, 2019).

This paper proposes an adaptive experimental design that sequentially estimates a treatment assignment probability
that minimizes the asymptotic variance of an estimator of the ATE and assigns a treatment according to the esti-
mated probability. The proposed method is inspired by van der Laan (2008) and Hahn et al. (2011), which conduct
hypothesis testing based on the asymptotic distribution for samples gather to minimize the asymptotic variance. In
this paper, we show two directions of hypothesis testing based on the asymptotic distribution and the concentration
inequality. The asymptotic variance based hypothesis testing is an extension of the methods proposed by van der Laan
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(2008) and Hahn et al. (2011). The concentration inequality is a recently developed framework for hypothesis testing
(Balsubramani & Ramdas, 2016), which is potentially useful in the real-world applications, such as ad-optimization.

One of the theoretical difficulties comes from the dependency among samples. Because we update the assignment
probability using past observations, samples are not independent and identically distributed (i.i.d.). Therefore, instead
of using existing results under the i.i.d. assumption for deriving the theoretical properties, we use the theoretical results
of martingales. The main contributions of this paper are as follows: (i) We establish a framework of causal inference
from samples obtained from a time-dependent algorithm with theoretical properties. (ii) We propose an algorithm
for scientific experiments that achieves the lower bound of the asymptotic variance with several statistical hypothesis
testing methods. This paper thus contributes to the literature and practice of RCTs and A/B testing by proposing an
efficient experimental design with theoretical guarantees.

Organization of this Paper: In the following sections, we introduce the proposed algorithm with its theoretical
analysis and experimental results. First, in Section 2, we define the problem setting. In Section 3, we present a new
estimator constructed from samples with dependency. In Section 4, we introduce sequential hypothesis testing, which
has the potential to reduce the sample size compared with conventional hypothesis testing. Then, we propose an
algorithm for constructing an efficient estimator of the treatment effect in Section 5. Finally, in Section 6, we elucidate
the empirical performance of the proposed algorithm using synthetic and semi-synthetic datasets.

2 Problem Setting

In the problem setting, a research subject arrives in a certain period and an experimenter assigns a treatment to the
research subject. For simplicity, we assume the immediate observation of the outcome of a treatment. After several
trials, we decide whether the treatment has an effect.

2.1 Data Generating Process

We define the data generating process (DGP) as follows. In period t ∈ N, a research subject visits an experimenter,
and the experimenter assigns an action At ∈ A = {0, 1} based on the covariate Xt ∈ X , where X denotes the space
of the covariate. After assigning the action, the experimenter observes a reward Yt ∈ R immediately, which has a
potential outcome denoted by a random variable, Yt : A → R. We have access to a set ST = {(Xt, At, Yt)}Tt=1 with
the following DGP: {

(Xt, At, Yt)
}T
t=1

∼ p(x)pt(a | x,Ωt−1)p(y | a, x), (1)

where Yt = 1[At = 0]Yt(0) + 1[At = 1]Yt(1) for an indicator function 1[·], p(x) denotes the density of the covariate
Xt, pt(a | x,Ωt−1) denotes the probability of assigning an action At conditioned on a covariate Xt, p(y | a, x)
denotes the density of an outcome Yt conditioned on At and Xt, and Ωt−1 ∈ Mt−1 denotes the history defined as
Ωt−1 = {Xt−1, At−1, Yt−1, . . . , X1, A1, Y1} with the space Mt−1. We assume that p(x) and p(y | a, x) are invariant
over time, but pt(a | x) can take different values. Further, we allow the decision maker to change pt(a | x,Ωt−1)

based on past observations. In this case, the samples
{
(Xt, At, Yt)

}T
t=1

are correlated over time (i.e., the samples are
not i.i.d.). The probability pt(a | x,Ωt−1) is determined by a policy πt : A×X ×Mt−1 → (0, 1), which is a function
of a covariate Xt, an action At, and a history Ωt−1. For the policy πt(a | x,Ωt−1), we consider the following process.
First, we draw a random variable ξt following the uniform distribution on [0, 1] in period t. Then, in each period t, we
select an action At such that At = 1[ξt ≤ πt(Xt,⊗t−1)]. Under this process, we regard the policy as the probability
(i.e., pt(a | x,Ωt−1) = πt(a | x,Ωt−1)).

Remark 1 (Observation of a Reward). We assume that an outcome can be observed immediately after assigning an
action. This setting is also referred to as bandit feedback. The case in which we observe a reward after some time can
be considered as a special case of bandit feedback.

2.2 Average Treatment Effect Estimation

Our goal is to estimate the treatment effect, which is a counterfactual value because we can only observe an outcome
of an action when assigning the action. Therefore, following the causality formulated by Rubin (1974), we consider
estimating the ATE between d = 1 and d = 0 as θ0 = E[Yt(1) − Yt(0)] (Imbens & Rubin, 2015). For identification
of θ0, we put the following assumption.

Assumption 1 (Boundedness). There exist C1 and C2 such that 1
pt(a|x) ≤ C1 and |Yt| ≤ C2.

2



Efficient Adaptive Experimental Design
for Average Treatment Effect Estimation A PREPRINT

Remark 2 (Stable Unit Treatment Value Assumption). In the DGP, we assume that the Stable Unit Treatment Value
Assumption, namely, p(y | a, x), is invariant no matter what mechanism is used to assign an action (Rubin, 1986).
Remark 3 (Unconfoundedness). Existing methods often make an assumption called unconfoundedness: the outcomes
(Yt(1), Yt(0)) and the action At are conditionally independent on Xt. In the DGP, this assumption is satisfied because
we choose an action based on the observed outcome.

Notations: Let us denote E[Yt(k) | x], E[Y 2
t (k) | x], Var(Yt(k) | x), and E[Yt(1) − Yt(0) | x] as f∗(k, x),

e∗(k, x), v∗(k, x), and θ0(x), respectively. Let f̂t(k, x) be an estimator of f∗(k, x), which is constructed from Ωt. Let
N (µ, var) be the normal distribution with the mean µ and the variance var.

2.3 Existing Estimators

We review three types of standard estimators of the ATE in the case in which we know the probability of as-
signing an action and the samples are i.i.d., that is, the probability of assigning an action is invariant as p(a |
x) = p1(a | x,Ω0) = p2(a | x,Ω1) = · · · . The first estimator is an inverse probability weighting (IPW) es-
timator given by 1

T

∑T
t=1

(
1[At=1]Yt

p(1|Xt)
− 1[At=0]Yt

p(0|Xt)

)
(Horvitz & Thompson, 1952; Rubin, 1987; Hirano et al., 2003;

Swaminathan & Joachims, 2015). Although this estimator is unbiased when the behavior policy is known, it suffers
from high variance. The second estimator is a direct method (DM) estimator 1

T

∑T
t=1

(
f̂t(1, Xt)− f̂t(0, Xt)

)
(Hahn,

1998). This estimator is known to be weak against model misspecification for E[Yt(k) | Xt]. The third estimator is an
augmented IPW (AIPW) estimator (Robins et al., 1994) defined as

1

T

T∑
t=1

(
1[At = 1]

(
Yt − f̂T (1, Xt)

)
p(1 | Xt)

+ f̂T (1, Xt)−
1[At = 0]

(
Yt − f̂T (0, Xt)

)
p(0 | Xt)

+ f̂T (0, Xt)

)
.

For the unbiasedness of the IPW and AIPW estimators, we can calculate the variance explicitly. The variance of the
IPW estimator is

(
E
[
e∗(1,Xt)
p(1|Xt)

]
+ E

[
e∗(0,Xt)
p(0|Xt)

]
− θ20

)
/T . The variance of the AIPW estimator is(

E
[
v∗(1, Xt)

p(1 | Xt)

]
+ E

[
v∗(0, Xt)

p(0 | Xt)

]
+ E

[
(f∗(1, Xt)− f∗(0, Xt)− θ0)

2
])
/T,

when f̂T = f∗. The asymptotic variances of the IPW and AIPW estimators are the same as their respective vari-
ances. Further, the variance and asymptotic variance are equal to the mean squared error (MSE) and asymptotic MSE
(AMSE), respectively. As an important property, the (asymptotic) variance of the AIPW estimator achieves the lower
bound of the asymptotic variance among regular

√
T -consistent estimators (van der Vaart, 1998, Theorem 25.20).

2.4 Semiparametric Efficiency

The lower bound of the variance is defined for an estimator under some posited models of the DGP. If this posited
model is parametric, it is equal to the Cramér–Rao lower bound. When this posited model is a non- or semi-
parametric, we can still define the corresponding lower bound Bickel et al. (1998). As Narita (2018) showed, the
semiparametric lower bound of (1) under p1(a | x) = p2(a | x) = · · · = pT (a | x) = p(a | x) is given as

E
[{∑1

k=0

v
(
k,Xt

)
p(k|Xt)

+
(
θ0(Xt)− θ0

)2}]
.

2.5 Efficient Policy

We consider minimizing the variance by appropriately optimizing the policy. Following Hahn et al. (2011), the effi-
cient policies for IPW and AIPW estimators are given in the following proposition.
Proposition 1 (Efficient Probability of Assigning an Action). For an IPW estimator, a probability minimizing the
variance is given as

πIPW(1 | Xt) =

√
e∗(1, Xt)√

e∗(1, Xt) +
√
e∗(0, Xt)

.

For an AIPW estimator, a probability minimizing the variance is given as

πAIPW(1 | Xt) =

√
v∗(1, Xt)√

v∗(1, Xt) +
√
v∗(0, Xt)

.

3
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The derivation of an AIPW estimator is shown in Hahn et al. (2011). For an IPW estimator, we show the proof in
Appendix B. In the following sections, we show that using the probability in Proposition 1, which minimizes the vari-
ance, we can also minimize the asymptotic variance and upper bound of the concentration inequality of appropriately
defined estimators. Because the variance is equal to the MSE, a policy minimizing the variance also minimizes the
MSE.

2.6 Related Work

In this section, we review existing studies related to our problem setting.

Adaptive Experimental Design Among various methods for the adaptive experimental design, we share the mo-
tivation with Hahn et al. (2011) and van der Laan (2008). To best our knowledge, other existing studies have not
pursued this direction of experimental design. Hahn et al. (2011) proposed the two-stage adaptive experimental de-
sign. Using the samples in the first stage, they estimated the conditional variance of outcomes to construct the optimal
policy that minimizes the asymptotic variance of an estimator of the ATE (Proposition 1). In the second stage, they
assigned the treatments to samples following the policy constructed in the first stage. There are three essential differ-
ences between them. First, because our method enables us to simultaneously construct the optimal policy and assign
a treatment, we do not have to decide the sample size of the first stage in advance. Second, because of this prop-
erty, our method and sequential testing introduced in Section 4 are compatible. Third, by applying martingale theory
as van der Laan & Lendle (2014), we do not require Donsker’s condition for the nuisance estimator. Our proposed
method is also closely related to the method of van der Laan (2008). Compared with their method, our contributions
are a generalization of the estimator using the martingale-based construction of the nuisance estimator and a propo-
sition of nonparametric sequential testing based on concentration inequality. In addition, following Klaassen (1987),
van der Laan & Lendle (2014), and Chernozhukov et al. (2018), we point out that Donkser’s condition is unnecessary
to the nuisance estimator.

ATE Estimation from Dependent Samples Several existing studies offer statistical inference from samples with
dependency (van der Laan, 2008; van der Laan & Lendle, 2014; Luedtke & van der Laan, 2016; Hadad et al., 2019).
The asymptotic normality of our proposed estimator is a special and simplified version of the estimator proposed by
van der Laan & Lendle (2014), but the concentration inequality of the estimator is a new result. Although Hadad et al.
(2019) recommended using adaptive weights for stabilization, we consider that we can control the behavior of the
assignment probability by ourselves in our setting.

Best Arm Identification: While the common goal of the MAB problem is to maximize the profit obtained from
treatments, another framework called the best arm identification (BAI) aims to find actions with better rewards, whose
motivation is similar to ours. For example, Yang et al. (2017) and Jamieson & Jain (2018) proposed a method to
conduct a statistical test to find better actions using as a small sample size as possible. However, the approach is
different. In the BAI without covariates, we typically compare the sample average of the rewards of each arm and tries
to find an arm whose expected reward is the best among those arms with a high probability. On the contrary, in the
best arm identification with covariates, we aim to find an arm whose expected reward conditional on the covariates is
the best among the arms with a high probability. The problem setting in this paper shares the same goal as the best
arm identification without covariates; however, we can also use the covariate information. In conclusion, the problem
setting in this paper can be regarded as a new approach to the BAI. This setting can be called semiparametric best arm
identification. Similarly, Deshpande et al. (2018) and Yao et al. (2020) consider controlling the power of the test in the
MAB problem, but have different motivations with different problem setting.

Ethics and Fairness: While an RCT is a reliable framework for scientific experiments, it has some ethical problems
(Nardini, 2014). For example, in clinical trials, the use of placebos concerns the problem of deception. A researcher
sometimes prescribes placebos to patients, and patients must be made to believe they are receiving a working treat-
ment, even though they are not, for the placebo effect to play any role at all (Nardini, 2014). Thus, clinical trials
are not only costly but also unethical. In addition, simple randomization sometimes obtains unfair results. On the
contrary, compared with adaptive randomization based on past observations, an RCT with a completely random as-
signment might require more samples. Thus, ethics and fairness in RCTs and adaptive experimental design are critical
problems. In the proposed algorithm, we allocate the treatment based on the standard deviations. If this seems unfair,
we can incorporate some fairness criteria as a constraint into the minimization in Proposition 1. For example, if we
place a constraint on the overall treatment probability as E[πt(1, Xt)] = p for a constant p > 0, we can add this
constraint when solving the minimization problem of Proposition 1. For another approach, Narita (2018) proposed
using mechanism design for designing an RCT.

4
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Other Related Work: Balsubramani & Ramdas (2016) proposed nonparametric sequential testing based on the
law of the iterated logarithm (LIL). We apply their results to adaptive ATE estimation with the AIPW estimator.
Abhishek & Mannor (2017) consider sequential testing with a complex metric, and the motivation is different from
us. Some of the adversarial bandit algorithms also use IPW to obtain an unbiased estimator (Auer et al., 2003), but we
have a different motivation.

3 Efficient ATE Estimation

As shown in the previous section, by setting

πt(1 | x,Ωt−1) = πAIPW(1 | x) =
√
v∗(1, x)√

v∗(1, x) +
√
v∗(0, x)

,

we can minimize the variance of the estimators. However, how to conduct statistical inference from the policy is
unclear. There are two problems. First, we do not know v∗(k, x) = σ2(k, x). The second problem is how to conduct
statistical inference from samples with dependency, which comes from the construction of πt(1 | x,Ωt−1) (i.e., the
estimation of v∗(k, x)). We solve the first problem by estimating v∗(k, x) sequentially. For example, we can estimate
v∗(k, x) = e∗(k, x)−(f∗(k, x))2 by estimating f∗(k, x) and e∗(k, x). In this section, for solving the second problem,
we propose estimators for samples with dependency and analyze the behavior of the estimators for infinite and finite
samples.

3.1 Adaptive Estimators from Samples with Dependency

Here, we define the estimators constructed from samples with dependency. First, we define the adaptive IPW
(AdaIPW) estimator as θ̂AdaIPW

T = 1
T

∑T
t=1

(
1[At=1]Yt

πt(1|Xt,Ωt−1)
− 1[At=0]Yt

πt(0|Xt,Ωt−1)

)
. Second, we define the adaptive AIPW

(A2IPW) estimator as θ̂A2IPW
T = 1

T

∑T
t=1 ht, where

ht =

(
1[At = 1]

(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

−
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

+ f̂t−1(1, Xt)− f̂t−1(0, Xt)

)
.

For zt = ht− θ0, {zt}Tt=1 is a martingale difference sequence (MDS), that is, E
[
zt | Ωt−1

]
= θ0. Using this property,

we derive the theoretical results of θ̂A2IPW
T in the following section. We omit the discussion for θ̂AdaIPW

T , but can
derive the theoretical properties as well as θ̂A2IPW

T .

3.2 Asymptotic Distribution of A2IPW

For the A2IPW estimator θ̂A2IPW
T , we derive the asymptotic distribution.

Theorem 1 (Asymptotic Distribution of A2IPW). Suppose that (i) point convergence in probability of f̂t−1 and πt,
i.e., for all x ∈ X and k ∈ {0, 1}, f̂t−1(k, x)−f∗(k, x)

p−→ 0 and πt(k | x,Ωt−1)−π̃(k | x) p−→ 0, where π̃ : A×X →
(0, 1) and (ii) there exits a constantC3 such that |f̂t−1| ≤ C3. TheThen, under Assumption 1, for the A2IPW estimator,

we have
√
T
(
θ̂A2IPW
T − θ0

)
d−→ N

(
0, σ2

)
, where σ2 = E

[∑1
k=0

ν∗
(
k,Xt

)
π̃(k|Xt)

+
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2]
.

The proof is shown in Appendix C. This result is a special case of van der Laan & Lendle (2014). Unlike
van der Laan & Lendle (2014), we do not impose the convergence rate of f̂t−1 owing to the unbiasedness. As well
as cross-fitting (Klaassen, 1987; Zheng & van der Laan, 2011; Chernozhukov et al., 2018), we do not have to impose
Donsker condition as pointed by van der Laan & Lendle (2014). The asymptotic variance is semiparametric efficient
under the policy π̃. It can also be regarded as the AMSE defined between θ0 and θ̂A2IPW

T . As a corollary, in Ap-
pendix E, we show the corresponding estimator and its asymptotic variance for the off-policy evaluation, which is a
generalization of the ATE estimation. Finally, we also show the consistency by using the weak law of large numbers
for an MDS (Proposition 4 in Appendix A). We omit the proof because we can easily show it from the boundedness
of zt.

Theorem 2 (Consistency of A2IPW). Suppose that there exits a constant C3 such that |f̂t−1| ≤ C3. Then, under
Assumption 1, θ̂A2IPW

T

p−→ θ0.

5
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3.3 Regret Bound of A2IPW

For the finite sample analysis, instead of asymptotic theory, we introduce the regret analysis framework often used in
the literature on the MAB problem. In this paper, we define regret based on the MSE. We define the optimal policy
ΠOPT as a policy that chooses a treatment with the probability πAIPW defined in (1), and an estimator θ̂OPT

T with
oracle f∗ as

θ̂OPT
T =

1

T

T∑
t=1

(
1[At = 1]

(
Yt − f∗(1, Xt)

)
πAIPW(1 | Xt)

−
1[At = 0]

(
Yt − f∗(0, Xt)

)
1− πAIPW(1 | Xt)

+ f∗(1, Xt)− f∗(0, Xt)

)
.

Then, for a policy Π adapted by the experimenter, we define the regret of between Π and ΠOPT as regret =

EΠ

[(
θ0 − θ̂A2IPW

T

)2]
− EΠOPT

[(
θ0 − θ̂OPT

T

)2]
, where the expectations are taken over each policy. The upper

bound is in the following theorem.

Theorem 3 (Regret Bound of A2IPW). Suppose that there exits a constant C3 such that |f̂t−1| ≤ C3. Then, under
Assumption 1, the regret is bounded by

1

T 2

T∑
t=1

1∑
k=0

{
O

(
E
[∣∣∣√πAIPW(k | Xt)−

√
πt(k | Xt,Ωt−1)

∣∣∣])+O
(
E
[∣∣∣f∗(k,Xt)− f̂t−1(k,Xt)

∣∣∣])},
where the expectation is taken over the random variables including Ωt−1.

The proof is shown in Appendix D. Then, by substituting the finite sample bounds of
E
[∣∣∣√πAIPW(k | Xt)−

√
πt(k | Xt,Ωt−1)

∣∣∣] and E
[∣∣∣f∗(k,Xt)− f̂t−1(k,Xt)

∣∣∣], the regret bound for finite

samples can be obtained. We can bound f̂t−1(k,Xt) and
√
πt(k | Xt,Ωt−1) by the same argument as existing work

on the MAB problem such as Yang & Zhu (2002).

Remark 4. This result tells us that regret is bounded by o(1/T ) under the appropriate convergence rates of πt and f̂t.
By contrast, if we use a constant value for πt, regret is O(1/T ).

4 Sequential Hypothesis Testing with A2IPW Estimator

The goal of various applications including A/B testing is to conduct decision making between null (H0) and an alterna-
tive (H1) hypothesis while controlling both false positives (Type I error) and false negatives (Type II error). Standard
hypothesis testing generates a confidence interval based on a fixed sample size T . In this case, we can use the asymp-
totic distribution derived in Theorem 1. On the contrary, for the case in which samples arrive in a stream, there is
interest in conducting decision making without waiting for the sample size to reach T . Under this motivation, we
discuss sequential hypothesis testing, which decides to accept or reject the null hypothesis at any time t = 1, 2, . . . , T .
The preliminaries of the hypothesis testing are in Appendix F.

4.1 Sequential Testing and ∂ ç Type I error

In sequential testing, we sequentially conduct decision making and stop whenever we want (Wald, 1945). However,
if we sequentially conduct standard hypothesis testing based on the p-value defined for a fixed sample size, the prob-
ability of the Type I error increases (Balsubramani & Ramdas, 2016). Therefore, the main issue of sequential testing
is to control the Type I error, and various approaches have been proposed (Wald, 1945). One classical method is to
correct the p-value based on multiple testing correction, such as the Bonferroni (BF) and Benjamini–Hochberg pro-
cedures. For example, when we conduct standard hypothesis testing at t = 100, 200, 300, 400, 500 by constructing
the corresponding p-values of p100, p200, p300, p400, and p500, the BF procedure corrects the p-values to p100, p200/2,
p300/3, p400/4, and p500/5. Although this correction enables us to control the Type I error, it is also known to be
exceedingly conservative and tends to produce suboptimal results (Balsubramani & Ramdas, 2016; Jamieson & Jain,
2018). Further, owing to this conservativeness, we cannot conduct decision making in each period. For example, in
the case in which we conduct standard hypothesis testing in period t = 1, 2, 3, . . . , t, . . . , the corresponding p-values
become too small (p1, p2/2, p3/3, p4/4, . . . , pt/t, . . . ). Therefore, when conducting sequential testing based on mul-
tiple testing, we need to split the stream of samples into several batches (Balsubramani & Ramdas, 2016). To avoid the
drawback of multiple testing, recent work has proposed using adaptive concentration inequalities for an adaptively
chosen number of samples (i.e., the inequality holds at any randomly chosen t = 1, 2, . . . ) (Balsubramani, 2014;

6



Efficient Adaptive Experimental Design
for Average Treatment Effect Estimation A PREPRINT

Jamieson et al., 2014; Johari et al., 2015; Balsubramani & Ramdas, 2016; Zhao et al., 2016; Jamieson & Jain, 2018).
This concentration inequality enables us to conduct sequential testing without separating samples into batches while
controlling the Type I error under appropriate conditions.

There are two approaches for introducing such concentration inequalities into sequential testing: confidence se-
quence (Darling & Robbins, 1967; Lai, 1984; Zhao et al., 2016) and always valid p-values (Johari et al., 2015;
Jamieson & Jain, 2018). These two approaches are equivalent, as shown by Ramdas (2018), and we adapt the for-
mer herein. For simplicity, let us define the null and alternative hypotheses as H0 : θ0 = µ and H1 : θ0 ̸= µ,
respectively, where µ is a constant, and consider controlling the Type I error at α. Then, for the A2IPW estimator
θ̂A2IPW
t of θ0, we define a sequence of positive values

{
qt
}T
t=1

, which satisfies P(∃t ∈ N : tθ̂A2IPW
t − tµ > qt) ≤ α

when the null hypothesis is true. Using
{
qt
}T
t=1

, we consider the following process: if tθ̂A2IPW
t − tµ > qt, we

reject the null hypothesis H0; otherwise, we temporally accept the null hypothesis H0. Because
{
qt
}
t∈N satisfies

P
(
reject H0

)
= P

(
∃t ∈ N : |tθ̂A2IPW

t − tµ| > qt

)
≤ α when the null hypothesis is true, we can control the Type

I error at α. This procedure of hypothesis testing has some desirable properties. First, it controls the Type I error
with α in any period t. Second, the Type II error of the hypothesis testing with this procedure is less than or equal to
that under standard hypothesis testing (Balsubramani & Ramdas, 2016). Third, it enables us to stop the experiment
whenever we obtain sufficient samples for decision making.

4.2 Sequential Testing with LIL

Next, we consider constructing
{
qt
}
t∈N with the Type I error α using the proposed A2IPW estimator. Among the var-

ious candidates, concentration inequalities based on the LIL have garnered attention recently. The LIL was originally
derived as a asymptotic property of independent random variables by Khintchine (1924) and Kolmogoroff (1929).
Following their methods, several works have derived an asymptotic LIL for an MDS under some regularity conditions
(Stout, 1970; Fisher, 1992), and Balsubramani & Ramdas (2016) derived a nonasymptotic LIL-based concentration
inequality for hypothesis testing. The reason for using the LIL-based concentration inequality is that sequential testing
with the LIL-based confidence sequence

{
qt
}
t∈N requires the smallest sample size needed to identify the parame-

ter of interest (Jamieson et al., 2014; Balsubramani & Ramdas, 2016). For this tightness of the inequality, LIL-based
concentration inequalities have been widely accepted in sequential testing (Balsubramani & Ramdas, 2016) and in
the best arm identification in the MAB problem (Jamieson et al., 2014; Jamieson & Jain, 2018). Therefore, we also
construct the confidence sequence

{
qt
}
t∈N based on the LIL-based concentration inequality for the A2IPW estimator

as follows.

Theorem 4 (Concentration Inequality of A2IPW). Suppose that there exists C such that |zt| ≤ C. Suppose that there
exists C4 such that |(zt − zt−1)

2 − E[(zt − zt−1)
2 | Ωt−1]| ≤ C4. For any δ, with probability ≥ 1− δ, for all t ≥ τ0

simultaneously, ∣∣∣∣∣
t∑

i=1

zi

∣∣∣∣∣ = ∣∣∣tθ̂A2IPW
t − tθ0

∣∣∣ ≤ 2C

e2

(
C0(δ) +

√
2C1V̂ ∗

t

(
log log V̂ ∗

t + log

(
4

δ

)))
,

where V̂ ∗
t = C3

(
e4

4C2

∑t
i=1 z

2
i + 2C0(δ)C4

e2

)
, C0(δ) = 3(e − 2) + 2

√
173

2(e−2) log
(
4
δ

)
, C1 = 6(e − 2) and C3 is an

absolute constant.

We can obtain this result by applying the result of Balsubramani (2014). The proof is in Appendix D.1. Then, we obtain
confidence sequences,

{
qt
}T
t=1

, with the Type I error at α from the results of Theorem 4 and Balsubramani & Ramdas

(2016) as qt ∝ log
(
1
α

)
+

√
2
∑t

i=1 z
2
i

(
log

log
∑t

i=1 z2
i

α

)
. Balsubramani & Ramdas (2016) proposed using the constant

1.1 to specify qt, namely, qt = 1.1

(
log
(
1
α

)
+

√
2
∑t

i=1 z
2
i

(
log

log
∑t

i=1 z2
i

α

))
. This choice is motivated by the

asymptotic property of the LIL such that lim supt→∞
|tθ̂A2IPW

t −tθ0|√
2Ṽ ∗

t (log log Ṽ ∗
t )

= 1 with probability 1 for sufficiently large

samples (Stout, 1970; Balsubramani & Ramdas, 2016), where Ṽ 2
t =

∑t
i=1 E[z2i | Ωi−1], and the empirical results of

Balsubramani & Ramdas (2016).
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Table 1: Experimental results using Datasets 1–2. The best performing method is in bold.

Dataset 1: E[Y (1)] = 0.8, E[Y (0)] = 0.3, θ0 ̸= 0 Dataset 2: E[Y (1)] = 0.5, E[Y (0)] = 0.5, θ0 = 0
T = 150 T = 300 ST T = 150 T = 300 ST

MSE STD Testing MSE STD Testing LIL BF MSE STD Testing MSE STD Testing LIL BF
RCT 0.145 0.178 25.0% 0.073 0.100 46.0% 455.4 370.4 0.084 0.129 4.7% 0.044 0.062 4.9% 497.2 481.8
A2IPW (K-nn) 0.085 0.116 38.4% 0.038 0.054 67.9% 389.5 302.8 0.050 0.071 5.6% 0.026 0.037 5.6% 497.2 477.3
A2IPW (NW) 0.064 0.092 51.4% 0.025 0.035 88.1% 303.8 239.8 0.029 0.045 4.4% 0.012 0.018 4.7% 496.2 480.6
MA2IPW (K-nn) 0.092 0.126 38.5% 0.044 0.058 66.2% 387.5 303.4 0.052 0.073 5.4% 0.025 0.034 4.7% 497.9 477.0
MA2IPW (NW) 0.062 0.085 52.7% 0.023 0.033 90.2% 303.3 236.6 0.032 0.047 6.3% 0.012 0.018 4.4% 496.6 475.3
AdaIPW (K-nn) 0.151 0.208 26.1% 0.075 0.103 43.6% 446.3 367.0 0.088 0.126 5.6% 0.043 0.062 5.2% 495.8 478.1
AdaIPW (NW) 0.161 0.232 23.4% 0.081 0.115 41.1% 446.6 375.0 0.094 0.140 5.8% 0.045 0.064 5.3% 495.6 471.6
DM (K-nn) 0.175 0.252 88.7% 0.086 0.126 96.1% 59.9 164.6 0.096 0.129 85.3% 0.046 0.063 89.5% 97.3 188.3
DM (NW) 0.111 0.167 82.1% 0.045 0.066 95.6% 119.6 176.2 0.054 0.075 53.7% 0.023 0.032 55.4% 312.8 305.3
Hahn 50 (K-nn) 0.109 0.149 35.2% 0.046 0.064 63.3% 398.5 316.0 0.060 0.089 5.4% 0.029 0.041 6.6% 493.8 473.4
Hahn 50 (NW) 0.085 0.128 45.7% 0.033 0.046 82.8% 313.1 257.0 0.040 0.057 5.6% 0.016 0.025 6.9% 493.7 477.7
Hahn 100 (K-nn) 0.141 0.200 29.6% 0.057 0.081 60.% 408.2 332.6 0.071 0.104 6.3% 0.029 0.044 5.2% 495.2 475.6
Hahn 100 (NW) 0.107 0.146 32.1% 0.036 0.050 75.2% 365.3 294.6 0.043 0.063 4.8% 0.014 0.019 3.7% 498.2 483.5
OPT 0.008 0.011 100.0% 0.004 0.005 100.0% 63.9 150.0 0.005 0.007 4.4% 0.002 0.003 4.4% 498.4 483.0

5 Main Algorithm: AERATE

In this section, we define our main algorithm, referred to as Adaptive ExpeRiments for efficient ATE estimation (AER-
ATE). The details are in Appendix G.

First, we consider estimating f∗(a, x) = E
[
Yt(a) | x

]
and e∗(a, x) = E

[
Y 2
t (a) | x

]
. When estimating f∗(a, x) and

e∗(a, x), we need to construct consistent estimators from dependent samples obtained from an adaptive policy. In a
MAB problem, several nonparametric estimators are consistent, such as the K-nearest neighbor regression estimator
and Nadaraya–Watson kernel regression estimator (Yang & Zhu, 2002; Qian & Yang, 2016).

For simplicity, we only show the algorithm using A2IPW, and we can derive the procedure when using the AdaIPW
estimator similarly. The proposed algorithm consists of three main steps: in period t, (i) estimate ν(k, x) using
nonparametric estimators in the MAB problem (Yang & Zhu, 2002; Qian & Yang, 2016); (ii) assign an action with

an estimator of the optimal policy, which is defined as πA2IPW(1 | x) =

√
ν∗(1,x)√

ν∗(1,x)+
√

ν∗(0,x)
; and (iii) conduct

testing when sequential testing is chosen as the hypothesis testing method. Moreover, to stabilize the algorithm, we
introduce the following three elements: (a) the estimator ν̂t−1(k, x) of ν∗(k, x) is constructed as max

(
ν, êt−1(k, x)−

f̂2t−1(k, x)
)
, where ν is the lower bound of ν∗, and f̂t−1 and êt−1 are the estimators of f∗ and e∗ only using Ωt−1,

respectively; (b) let a policy be πt(1 | x,Ωt−1) = γ 1
2 + (1 − γ)

√
ν̂t−1(1,x)√

ν̂t−1(1,x)+
√

ν̂t−1(0,x)
, where γ = O(1/

√
T ); and

(c) as a candidate of the estimators, we also propose the mixed A2IPW (MA2IPW) estimator defined as θ̂MA2IPW
t =

ζθ̂AdaIPW
t +(1−ζ)θ̂A2IPW

t , where ζ = o(1/
√
t). The motivation of (a) is to prevent ν̂t−1 from taking a negative value

or zero technically, and we do not require accurate knowledge of the lower bound. The motivation of (b) is to stabilize
the probability of assigning an action. The motivation of (c) is to control the behavior of an estimator by avoiding
the situation in which f̂t−1 takes an unpredicted value in the early stage. Because the nonparametric convergence rate
is lower bounded by O(1/

√
t) in general, the convergence rate of πt to πAIPW is also upper bounded by O(1/

√
t).

Therefore, γ = O(1/
√
t) does not affect the convergence rate of the policy. Similarly, the asymptotic distribution of

θ̂MA2IPW
T is the same as θ̂A2IPW

T . The pseudo code is in Appendix G.

6 Experiments

In this section, we show the effectiveness of the proposed algorithm experimentally. We compare the proposed
AdaIPW, A2IPW, and MA2IPW estimators in AERATE with an RCT with p(At = 1|Xt) = 0.5, the method of
Hahn et al. (2011), the estimator θ̂OPT

T under the optimal policy, and the standard DM estimators. To best our knowl-
edge, there is no recent method proposed in this problem setting. In AERATE, we set γ = 1/

√
t. For the MA2IPW

estimator, we set ζ = t−1/1.5. When estimating f∗ and e∗, we use K-nearest neighbor regression and Nadaraya–
Watson regression. In the method of Hahn et al. (2011), we first use 50 and 100 samples to estimate the optimal
policy. In this experiment, we use synthetic and semi-synthetic datasets. In each dataset, we conduct the following
three patterns of hypothesis testing. For all the settings, the null and alternative hypotheses are H0 : θ0 = 0 and
H1 : θ0 ̸= 0, respectively. We conduct standard hypothesis testing with T -statistics when the sample sizes are 250
and 500, sequential testing based on multiple testing with the BF correction when the sample sizes are 150, 250, 350,
and 450, and sequential testing with the LIL based on the concentration inequality shown in Theorem 4.
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First, we conducted an experiment using the following synthetic datasets. We generated a covariate Xt ∈ R5 at each
round as Xt = (Xt1, Xt2, Xt3, Xt4, Xt5)

⊤, where Xtk ∼ N (0, 1) for k = 1, 2, 3, 4, 5. In this experiment, we used
Yt(d) = µd +

∑5
k=1Xtk + etd as a model of a potential outcome, where µd is a constant, etd is the error term,

and E[Yt(d)] = µd The error term etd follows the normal distribution, and we denote the standard deviation as stdd.
We made two datasets with different µd and stdd, Datasets 1–2, with 500 periods (samples). For Datasets 1, we set
µ1 = 0.8 and µ0 = 0.3 with std1 = 0.8 and std1 = 0.3. For Datasets 1, we set µ1 = µ0 = 0.5 with std1 = 0.8 and
std1 = 0.3. We ran 1000 independent trials for each setting. The results of experiment are shown in Table 1. We show
the MSE between θ and θ̂, the standard deviation of MSE (STD), and percentages of rejections of hypothesis testing
using T -statistics at the 150th (mid) round and the 300th (final) periods. Besides, we also showed the stopping time
of the LIL based algorithm (LIL) and multiple testing with BF correction. When using BF correction, we conducted
testing at t = 150, 250, 350, 450. In sequential testing, if we do not reject the hypothesis, we return the stopping
time as 500. In many datasets, the proposed algorithm achieves the lower MSE than an the other methods. The DM
estimators rejects the null hypothesis with small samples in Dataset 1, but also often reject the null hypothesis in
Dataset II, i.e, the Type II error is large. The details are shown in Appendix H.

Appendix H shows the additional experimental results. In Appendix H, we investigate the performance of the proposed
algorithm for other synthetic and semi-synthetic datasets constructed from the Infant Health and Development Program
(IHDP). The IHDP dataset consists of simulated outcomes and covariate data from a real study following the simulation
proposed by Hill (2011). In the IHDP data, we can reduce the sample size by 1/5 compared with the RCT by using
the proposed methods.

7 Conclusion

In this paper, we proposed an algorithm of the MAB problem that yields an efficient estimator of the treatment ef-
fect. Using martingale theory, we derived the theoretical properties of the proposed algorithm for cases with both
infinite and finite samples for the framework of sequential testing. As the experimental results imply, the proposed
methods potentially decrease the sample size for scientific experiments. Because each standard hypothesis testing and
sequential testing have different properties, we should choose an appropriate one for each application.
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A Preliminaries

A.1 Mathematical Tools

Definition 1. [Uniformly Integrable, Hamilton (1994), p. 191] A sequence {At} is said to be uniformly integrable if
for every ϵ > 0 there exists a number c > 0 such that

E[|At| · I[|At ≥ c|]] < ϵ

for all t.
Proposition 2. [Sufficient Conditions for Uniformly Integrable, Hamilton (1994), Proposition 7.7, p. 191] (a) Suppose
there exist r > 1 and M <∞ such that E[|At|r] < M for all t. Then {At} is uniformly integrable. (b) Suppose there
exist r > 1 and M < ∞ such that E[|bt|r] < M for all t. If At =

∑∞
j=−∞ hjbt−j with

∑∞
j=−∞ |hj | < ∞, then

{At} is uniformly integrable.

Proposition 3 (Lr Convergence Theorem, Loeve (1977)). Let 0 < r < ∞, suppose that E
[
|an|r

]
< ∞ for all n and

that an
p−→ a as n→ ∞. The following are equivalent:

(i) an → a in Lr as n→ ∞;

(ii) E
[
|an|r

]
→ E

[
|a|r
]
<∞ as n→ ∞;

(iii)
{
|an|r, n ≥ 1

}
is uniformly integrable.

A.2 Martingale Limit Theorems

Proposition 4. [Weak Law of Large Numbers for Martingale, Hall et al. (2014)] Let {Sn =
∑n

i=1Xi,Ht, t ≥ 1} be a
martingale and {bn} a sequence of positive constants with bn → ∞ as n→ ∞. Then, writingXni = Xi1[|Xi| ≤ bn],
1 ≤ i ≤ n, we have that b−1

n Sn
p−→ 0 as n→ ∞ if

(i)
∑n

i=1 P (|Xi| > bn) → 0;

(ii) b−1
n

∑n
i=1 E[Xni | Ht−1]

p−→ 0, and;

(iii) b−2
n

∑n
i=1

{
E[X2

ni]− E
[
E
[
Xni | Ht−1

]]2}→ 0.
Remark 5. The weak law of large numbers for martingale holds when the random variable is bounded by a constant.
Proposition 5. [Central Limit Theorem for a Martingale Difference Sequence, Hamilton (1994), Proposition 7.9,
p. 194] Let {Xt}∞t=1 be an n-dimensional vector martingale difference sequence with XT = 1

T

∑T
t=1Xt. Suppose

that

(a) E[X2
t ] = σ2

t , a positive value with (1/T )
∑T

t=1 σ
2
t → σ2, a positive value;

(b) E[|Xt|r] <∞ for some r > 2;

(c) (1/T )
∑T

t=1X
2
t

p−→ σ2.

Then
√
TXT

d−→ N (0, σ2).

B Proof of Proposition 1

Proof. Let P be a function class of p : X → (0, 1), and let us define the following function b : P → R:

b(p) = E
[
e(1, Xt)

b(Xt)

]
+ E

[
e(0, Xt)

1− b(Xt)

]
.

Here, we rewrite b(p) as follows:

b(p) = E
[
E
[
e(1, Xt)

p(Xt)
+

e(0, Xt)

1− p(Xt)

∣∣∣∣Xt

]]
.
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We consider minimizing b(p) by minimizing b̃(q) = E
[
e(1,Xt)

q + e(0,Xt)
1−q

∣∣∣∣Xt

]
for q ∈ [ε, 1 − ε]. The first derivative

of b̃(q) with respect to q is given as follows:

b̃′(q) = −e(1, Xt)

q2
+
e(0, Xt)

(1− q)2
.

The second derivative of f is given as follows:

b̃′′(q) = 2
e(1, Xt)

q3
+ 2

e(0, Xt)

(1− q)3
.

For ε < q < 1− ε, because b̃′′(q) > 0, the minimizer q∗ of b̃ satisfies the following equation:

−e(1, Xt)

(q∗)2
+

e(0, Xt)

(1− q∗)2
= 0.

This equation is equivalent to

− (q∗)2e(0, Xt) + (1− q∗)2e(1, Xt) = 0

⇔ q∗
√
e(0, Xt) = (1− q∗)

√
e(1, Xt)

⇔ q∗ =

√
e(1, Xt)√

e(1, Xt) +
√
e(0, Xt)

.

Therefore,

bOPT(D = 1|Xt) =

√
e(1, Xt)√

e(1, Xt) +
√
e(0, Xt)

.

C Proof of Theorem 1

Proof. Note that the estimator is given as follows:

θ̂A2IPW
T =

1

T

T∑
t=1

(
1[At = 1]

(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

−
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | x,Ωt−1)

+ f̂t−1(1, Xt)− f̂t−1(0, Xt)

)
.

Let us note that zt is defined as

1[At = 1]
(
Yt − f̂t−1(1, Xt)

)
πt(1 | x,Ωt−1)

−
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

+ f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0.

Then, the sequence {zt}Tt=1 is an MDS, i.e.,

E
[
zt | Ωt−1

]
= E

[
1[At = 1]

(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

−
1[At = k]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

+ f̂t−1(0, Xt)− f̂t−1(0, Xt)− θ0 | Ωt−1

]

= E

[
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

+ E

[
1[At = 1]

(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

−
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

| Xt,Ωt−1

]
| Ωt−1

]
= E

[
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0 + f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt) | Ωt−1

]
= 0.

Therefore, to derive the asymptotic distribution, we consider applying the CLT for an MDS introduced in Proposition 5.
There are the following three conditions in the statement.
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(a) E
[
z2t
]
= ν2t > 0 with

(
1/T

)∑T
t=1 ν

2
t → ν2 > 0;

(b) E
[
|zt|r

]
<∞ for some r > 2;

(c)
(
1/T

)∑T
t=1 z

2
t

p−→ ν2.

Because we assumed the boundedness of zt by assuming the boundedness of Yt, f̂t−1, and 1/πt, the condition (b)
holds. Therefore, the remaining task is to show the conditions (a) and (c) hold.

Step 1: Check of Condition (a)

We can rewrite E
[
z2t
]

as

E
[
z2t
]

= E

(1[At = 1]
(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

−
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

+ f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2


= E

(1[At = 1]
(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

−
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

+ f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2


− E

[
1∑

k=0

v
(
k,Xt

)
π̃(k | Xt)

+
(
θ0(Xt)− θ0

)2]
+ E

[
1∑

k=0

v
(
k,Xt

)
π̃(k | Xt)

+
(
θ0(Xt)− θ0

)2]
.

Therefore, we prove that the RHS of the following equation varnishes asymptotically to show that the condition (a)
holds.

E
[
z2t
]
− E

[
1∑

k=0

v
(
k,Xt

)
π̃(k | Xt)

+
(
θ0(Xt)− θ0

)2]

= E

(1[At = 1]
(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

−
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

+ f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2


− E

[
1∑

k=0

v
(
k,Xt

)
π̃(k | Xt)

+
(
θ0(Xt)− θ0

)2]
. (2)
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First, for the first term of the RHS of (2),

E

(1[At = 1]
(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

−
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

+ f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2


= E

(1[At = 1]
(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

)2


+ E

(1[At = 0]
(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

)2


+ E
[(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2]
− 2E

[(
1[At = 1]

(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

)(
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

)]

+ 2E

[(
1[At = 1]

(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)]

− 2E

[(
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)]
.

Because 1[At = 1]1[At = 0] = 0, 1[At = k]1[At = k] = 1[At = k], and 1[At = k]Yt = Yt(k) for k ∈ A, we have

E

(1[At = k]
(
Yt − f̂t−1(k,Xt)

)
πt(k | Xt,Ωt−1)

)2
 = E

[(
Yt(k)− f̂t−1(k,Xt)

)2
πt(k | Xt,Ωt−1)

]
,

E

[(
1[At = 1]

(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

)(
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

)]
= 0,

E

[(
1[At = 1]

(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

−
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)]

= E

[
E

[
1[At = 1]

(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

−
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

| Xt,Ωt−1

](
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)]
= E

[(
f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)]
.

Therefore, for the first term of the RHS of (2),

E

(1[At = 1]
(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

−
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

+ f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2


= E

[(
Yt(1)− f̂t−1(1, Xt)

)2
πt(1 | Xt,Ωt−1)

+

(
Yt(0)− f̂t−1(0, Xt)

)2
πt(0 | Xt,Ωt−1)

+
(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
+ 2

(
f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)]
.

and, for the second term of the RHS of (2),

E

[
1∑

k=0

v
(
k,Xt

)
π̃(k | Xt)

+
(
θ0(Xt)− θ0

)2]

= E

[(
Yt(1)− f∗(1, Xt)

)2
π̃(1 | Xt)

+

(
Yt(0)− f∗(0, Xt)

)2
π̃(0 | Xt)

+
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2]
.
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Then, using these equations, the RHS of (2) can be calculated as

E

(1[At = 1]
(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

−
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

+ f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2


− E

[
1∑

k=0

v
(
k,Xt

)
π̃(k | Xt)

+
(
θ0(Xt)− θ0

)2]

= E

[(
Yt(1)− f̂t−1(1, Xt)

)2
πt(1 | Xt,Ωt−1)

+

(
Yt(0)− f̂t−1(0, Xt)

)2
πt(0 | Xt,Ωt−1)

+
(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
+ 2

(
f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)]

− E

[(
Yt(1)− f∗(1, Xt)

)2
π̃(1 | Xt)

+

(
Yt(0)− f∗(0, Xt)

)2
π̃(0 | Xt)

+
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2]
.

By taking the absolute value, we can bound the RHS as

E

[(
Yt(1)− f̂t−1(1, Xt)

)2
πt(1 | Xt,Ωt−1)

+

(
Yt(0)− f̂t−1(0, Xt)

)2
πt(0 | Xt,Ωt−1)

+
(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
+ 2

(
f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)]

− E

[(
Yt(1)− f∗(1, Xt)

)2
π̃(1 | Xt)

+

(
Yt(0)− f∗(0, Xt)

)2
π̃(0 | Xt)

+
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2]

≤ E

[∣∣∣∣∣
{(

Yt(1)− f̂t−1(1, Xt)
)2

πt(1 | Xt,Ωt−1)
+

(
Yt(0)− f̂t−1(0, Xt)

)2
πt(0 | Xt,Ωt−1)

+
(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
+ 2

(
f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)}

−

{(
Yt(1)− f∗(1, Xt)

)2
π̃(1 | Xt)

+

(
Yt(0)− f∗(0, Xt)

)2
π̃(0 | Xt)

+
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2}∣∣∣∣∣
]
.

Then, from the triangle inequality, we have

E

[∣∣∣∣∣
{(

Yt(1)− f̂t−1(1, Xt)
)2

πt(1 | Xt,Ωt−1)
+

(
Yt(0)− f̂t−1(0, Xt)

)2
πt(0 | Xt,Ωt−1)

+
(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
+ 2

(
f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)}

−

{(
Yt(1)− f∗(1, Xt)

)2
π̃(1 | Xt)

+

(
Yt(0)− f∗(0, Xt)

)2
π̃(0 | Xt)

+
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2}∣∣∣∣∣
]

≤
1∑

k=0

E

[∣∣∣∣∣
(
Yt(k)− f̂t−1(k,Xt)

)2
πt(k | Xt,Ωt−1)

−
(
Yt(k)− f∗(k,Xt)

)2
π̃(k | Xt)

∣∣∣∣∣
]

+ E

[∣∣∣∣∣(f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
−
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2∣∣∣∣∣
]

+ 2E

[∣∣∣∣∣ (f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)
)(

f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

) ∣∣∣∣∣
]
.
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Because all elements are assumed to be bounded and b21 − b22 = (b1 + b2)(b1 − b2) for variables b1 and b2, there exist
constants C̃0, C̃1, C̃2, and C̃3 such that

1∑
k=0

E

[∣∣∣∣∣
(
Yt(k)− f̂t−1(k,Xt)

)2
πt(k | Xt,Ωt−1)

−
(
Yt(k)− f∗(k,Xt)

)2
π̃(k | Xt)

∣∣∣∣∣
]

+ E

[∣∣∣∣∣(f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
−
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2∣∣∣∣∣
]

+ 2E

[∣∣∣∣∣ (f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)
)(

f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

) ∣∣∣∣∣
]

≤ C̃0

1∑
k=0

E

[∣∣∣∣∣
(
Yt(k)− f̂t−1(k,Xt)

)√
πt(k | Xt,Ωt−1)

−
(
Yt(k)− f∗(k,Xt)

)√
π̃(k | Xt)

∣∣∣∣∣
]

+ E

[∣∣∣∣∣(f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
−
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2∣∣∣∣∣
]

+ 2E

[∣∣∣∣∣ (f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)
)(

f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

) ∣∣∣∣∣
]

≤ C̃1

1∑
k=0

E

[∣∣∣∣∣√π̃(k | Xt)
(
Yt − f̂t−1(k,Xt)

)
−
√
πt(k | Xt,Ωt−1)

(
Yt − f∗(k,Xt)

)∣∣∣∣∣
]

+ E

[∣∣∣∣∣(f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
−
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2∣∣∣∣∣
]

+ 2E

[∣∣∣∣∣ (f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)
)(

f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

) ∣∣∣∣∣
]

≤ C̃1

1∑
k=0

E
[∣∣∣√π̃(k | Xt)f̂t−1(k,Xt)−

√
πt(k | Xt,Ωt−1)f

∗(k,Xt)
∣∣∣]

+ C̃2

1∑
k=0

E
[∣∣∣√π̃(k | Xt)−

√
πt(k | Xt,Ωt−1)

∣∣∣]+ C̃3

1∑
k=0

E
[∣∣∣f̂t−1(k,Xt)− f∗(k,Xt)

∣∣∣] .
Then, from b1b2 − b3b4 = (b1 − b3)b4 − (b4 − b2)b1 for variables b1, b2, b3, and b4, there exist C̃4 and C̃5 such that

C̃1

1∑
k=0

E
[∣∣∣√π̃(k | Xt)f̂t−1(k,Xt)−

√
πt(k | Xt,Ωt−1)f

∗(k,Xt)
∣∣∣]

+ C̃2

1∑
k=0

E
[∣∣∣√π̃(k | Xt)−

√
πt(k | Xt,Ωt−1)

∣∣∣]+ C̃3

1∑
k=0

E
[∣∣∣f̂t−1(k,Xt)− f∗(k,Xt)

∣∣∣]
≤ C̃4

1∑
k=0

E
[∣∣∣√π̃(k | Xt)−

√
πt(k | Xt,Ωt−1)

∣∣∣]+ C̃5

1∑
k=0

E
[∣∣∣f̂t−1(k,Xt)− f∗(k,Xt)

∣∣∣] .
From πt(k | x,Ωt−1) − π̃(k | x) p−→ 0, we have

√
πt(k | x,Ωt−1) −

√
π̃(k | x) p−→ 0. From the assumption that

the point convergences in probability, i.e., for all x ∈ X and k ∈ A,
√
πt(k | x,Ωt−1) −

√
π̃(k | x) p−→ 0 and

f̂t−1(k, x)− f∗(k, x)
p−→ 0 as t→ ∞, if

√
πt(k | x,Ωt−1), and f̂t−1(k, x) are uniformly integrable, for fixed x ∈ X ,

we can prove that

E
[
|
√
πt(k | Xt,Ωt−1)−

√
π̃(k | Xt)| | Xt = x,Ωt−1

]
= E

[
|
√
πt(k | x,Ωt−1)−

√
π̃(k | x)|

]
→ 0,

E
[
|f̂t−1(k,Xt)− f∗(k,Xt)| | Xt = x,Ωt−1

]
= E

[
|f̂t−1(k, x)− f∗(k, x)|

]
→ 0,

as t→ ∞ usingLr-convergence theorem (Proposition 3). Here, we used the fact that f̂t−1(k, x) and
√
πt(k | x,Ωt−1)

are independent from Xt. For fixed x ∈ X , we can show that
√
πt(k | x,Ωt−1), and f̂t−1(k, x) are uniformly
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integrable from the boundedness of
√
πt(k | x,Ωt−1), and f̂t−1(k, x) (Proposition 2). From the point convergence of

E[|
√
πt(k | Xt,Ωt−1)−

√
π̃(k | Xt)| | Xt = x] and E[|f̂t−1(k,Xt)−f∗(k,Xt)| | Xt = x], by using the Lebesgue’s

dominated convergence theorem, we can show that

EXt,Ωt−1

[
E
[
|
√
πt(k | Xt,Ωt−1)−

√
π̃(k | Xt)| | Xt,Ωt−1

]]
→ 0,

EXt,Ωt−1

[
E[|f̂t−1(k,Xt)− f∗(k,Xt)| | X,Ωt−1t]

]
→ 0.

Then, as t→ ∞,

E
[
z2t
]
− E

[
1∑

k=0

v
(
k,Xt

)
π̃(k | Xt)

+
(
θ0(Xt)− θ0

)2]
→ 0.

Therefore, for any ϵ > 0, there exists t̃ > 0 such that

1

T

T∑
t=1

(
E
[
z2t
]
− E

[
1∑

k=0

v
(
k,Xt

)
π̃(k | Xt)

+
(
θ0(Xt)− θ0

)2])
≤ t̃/T + ϵ.

Here, E
[∑1

k=0

v
(
k,Xt

)
π̃(k|Xt)

+
(
θ0(Xt)− θ0

)2]
= E

[∑1
k=0

v
(
k,X
)

π̃(k|X) +
(
θ0(X)− θ0

)2]
does not depend on periods.

Therefore,
(
1/T

)∑T
t=1 σ

2
t − σ2 ≤ t̃/T + ϵ→ 0 as T → ∞, where

σ2 = E

[
1∑

k=0

v
(
k,X

)
π̃(k | X)

+
(
θ0(X)− θ0

)2]
.

Step 2: Check of Condition (b)

From the boundedness of each variable in zt, we can easily show that the condition (b) holds.

Step 3: Check of Condition (c)

Let ut be an MDS such that
ut = z2t − E

[
z2t | Ωt−1

]
=

(
1[At = 1]

(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

−
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

+ f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2

− E

(1[At = 1]
(
Yt − f̂t−1(1, Xt)

)
πt(1 | Xt,Ωt−1)

−
1[At = 0]

(
Yt − f̂t−1(0, Xt)

)
πt(0 | Xt,Ωt−1)

+ f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2

| Ωt−1

 .
From the boundedness of each variable in zt, we can apply weak law of large numbers for an MDS (Proposition 4 in
Appendix A), and obtain

1

T

T∑
t=1

ut =
1

T

T∑
t=1

(
z2t − E

[
z2t | Ωt−1

]) p−→ 0.

Next, we show that

1

T

T∑
t=1

E
[
z2t | Ωt−1

]
− σ2 p−→ 0.

From Markov’s inequality, for ε > 0, we have

P

(∣∣∣∣∣ 1T
T∑

t=1

E
[
z2t | Ωt−1

]
− σ2

∣∣∣∣∣ ≥ ε

)

≤
E
[∣∣∣ 1T ∑T

t=1 E
[
z2t | Ωt−1

]
− σ2

∣∣∣]
ε

≤
1
T

∑T
t=1 E

[∣∣E[z2t | Ωt−1

]
− σ2

∣∣]
ε

.
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Then, we consider showing E
[∣∣E[z2t | Ωt−1

]
− σ2

∣∣]→ 0. Here, we have

E
[∣∣E[z2t | Ωt−1

]
− σ2

∣∣]
= E

[∣∣∣∣∣E
[(
Yt(1)− f̂t−1(1, Xt)

)2
πt(1 | Xt,Ωt−1)

+

(
Yt(0)− f̂t−1(0, Xt)

)2
πt(0 | Xt,Ωt−1)

+
(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
+ 2

(
f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)
−
(
Yt(1)− f∗(1, Xt)

)2
π̃(1 | Xt)

−
(
Yt(0)− f∗(0, Xt)

)2
π̃(0 | Xt)

−
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2
| Ωt−1

]∣∣∣∣∣
]

= E

[∣∣∣∣∣E
[
E

[(
Yt(1)− f̂t−1(1, Xt)

)2
πt(1 | Xt,Ωt−1)

+

(
Yt(0)− f̂t−1(0, Xt)

)2
πt(0 | Xt,Ωt−1)

+
(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
+ 2

(
f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)
−
(
Yt(1)− f∗(1, Xt)

)2
π̃(1 | Xt)

−
(
Yt(0)− f∗(0, Xt)

)2
π̃(0 | Xt)

−
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2
| Xt,Ωt−1

]
| Ωt−1

]∣∣∣∣∣
]
.

Then, by using Jensen’s inequality,

E
[∣∣E[z2t | Ωt−1

]
− σ2

∣∣]
≤ E

[
E

[∣∣∣∣∣E
[(
Yt(1)− f̂t−1(1, Xt)

)2
πt(1 | Xt,Ωt−1)

+

(
Yt(0)− f̂t−1(0, Xt)

)2
πt(0 | Xt,Ωt−1)

+
(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
+ 2

(
f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)
−
(
Yt(1)− f∗(1, Xt)

)2
π̃(1 | Xt)

−
(
Yt(0)− f∗(0, Xt)

)2
π̃(0 | Xt)

−
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2
| Xt,Ωt−1

]∣∣∣∣∣ | Ωt−1

]]

= E

[∣∣∣∣∣E
[(
Yt(1)− f̂t−1(1, Xt)

)2
πt(1 | Xt,Ωt−1)

+

(
Yt(0)− f̂t−1(0, Xt)

)2
πt(0 | Xt,Ωt−1)

+
(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
+ 2

(
f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)
−
(
Yt(1)− f∗(1, Xt)

)2
π̃(1 | Xt)

−
(
Yt(0)− f∗(0, Xt)

)2
π̃(0 | Xt)

−
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2
| Xt,Ωt−1

]∣∣∣∣∣
]
.

Because f̂t−1 and πt are constructed from Ωt−1,

E
[∣∣E[z2t | Ωt−1

]
− σ2

∣∣]
≤ E

[∣∣∣∣∣E
[(
Yt(1)− f̂t−1(1, Xt)

)2
πt(1 | Xt,Ωt−1)

+

(
Yt(0)− f̂t−1(0, Xt)

)2
πt(0 | Xt,Ωt−1)

+
(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
+ 2

(
f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)
−
(
Yt(1)− f∗(1, Xt)

)2
π̃(1 | Xt)

−
(
Yt(0)− f∗(0, Xt)

)2
π̃(0 | Xt)

−
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2
| Xt, f̂t−1, πt

]∣∣∣∣∣
]
.
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From the results of Step 1, there exist C̃4 and C̃5 such that
E
[∣∣E[z2t | Ωt−1

]
− σ2

∣∣]
≤ E

[∣∣∣∣∣E
[(
Yt(1)− f̂t−1(1, Xt)

)2
πt(1 | Xt,Ωt−1)

+

(
Yt(0)− f̂t−1(0, Xt)

)2
πt(0 | Xt,Ωt−1)

+
(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
+ 2

(
f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)}

−
(
Yt(1)− f∗(1, Xt)

)2
π̃(1 | Xt)

+

(
Yt(0)− f∗(0, Xt)

)2
π̃(0 | Xt)

−
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2
| Xt, f̂t−1, πt

]∣∣∣∣∣
]

≤ C̃4

1∑
k=0

E
[∣∣∣√π̃(k | Xt)−

√
πt(k | Xt,Ωt−1)

∣∣∣]+ C̃5

1∑
k=0

E
[∣∣∣f̂t−1(k,Xt)− f∗(k,Xt)

∣∣∣] .
Then, from Lr convergence theorem, by using point convergence of πt and f̂t−1 and the boundedness of zt, we have
E
[∣∣E[z2t | Ωt−1

]
− σ2

∣∣]→ 0. Therefore,

P

(∣∣∣∣∣ 1T
T∑

t=1

E
[
z2t | Ωt−1

]
− σ2

∣∣∣∣∣ ≥ ε

)
≤

1
T

∑T
t=1 E

[∣∣E[z2t | Ωt−1

]
− σ2

∣∣]
ε

→ 0.

As a conclusion,

1

T

T∑
t=1

z2t − σ2 =
1

T

T∑
t=1

(
z2t − E

[
z2t | Ωt−1

]
+ E

[
z2t | Ωt−1

]
− σ2

) p−→ 0.

Conclusion

From Steps 1–3, we can use CLT for an MDS. Hence, we have
√
T
(
θ̂A2IPW
T − θ0

)
d−→ N

(
0, σ2

)
,

where σ2 = E
[∑1

k=0

ν
(
k,Xt

)
π̃(k|Xt)

+
(
θ0(Xt)− θ0

)2]
.

D Proof of Theorem 3

Proof. (
θ0 − θ̂A2IPW

T

)2
=

(
1

T
θ − 1

T
h1 + · · ·+ 1

T
θ − 1

T
hT

)2

=
1

T 2
(θ − h1 + · · ·+ θ − hT )

2
.

Let zt be θ0 − ht. Then,

EΠ

[
(θ − θ̂A2IPW

T )2
]
=

1

T 2
EΠ

( T∑
t=1

zt

)2
 =

1

T 2
EΠ

[
T∑

t=1

z2t + 2

T∑
t=1

t−1∑
s=1

ztzs

]
.

We use the following result:

E

[
T∑

t=1

t−1∑
s=1

ztzs

]

=

T∑
t=1

t−1∑
s=1

EΩt−1

[
EΠ|Ωt−1

[ztzs | Ωt−1]
]

=

T∑
t=1

t−1∑
s=1

EΩt−1

[
EΠ|Ωt−1

[zt | Ωt−1] zs
]

=

T∑
t=1

t−1∑
s=1

EΩt−1 [0× zs] = 0.
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Therefore,

EΠ

[
(θ0 − θ̂A2IPW

T )2
]
=

1

T 2
EΠ

[
T∑

t=1

z2t

]
=

1

T 2

T∑
t=1

EΠ

[
z2t
]
.

As we showed in Step 1 of the proof of Theorem 1, we have

EΠ

[
(θ0 − θ̂A2IPW

T )2
]

=
1

T 2

T∑
t=1

EΠ

[(
Yt(1)− f̂t−1(1, Xt)

)2
πt(1 | Xt,Ωt−1)

+

(
Yt(0)− f̂t−1(0, Xt)

)2
πt(0 | Xt,Ωt−1)

+
(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
+ 2

(
f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)]
.

On the other hand, we have

EΠOPT

[(
θ0 − θ̂OPT

T

)2]

=
1

T 2

T∑
t=1

EΠOPT

(1[Ãt = 1]
(
Yt − f∗(1, Xt)

)
πAIPW(1 | Xt)

−
1[Ãt = 0]

(
Yt − f∗(0, Xt)

)
πAIPW(0 | Xt)

+ f∗(1, Xt)− f∗(0, Xt)− θ0

)2
 ,

where Ãt denotes the stochastic variable of an action under a policy πAIPW. Then, we have

1

T 2

T∑
t=1

EΠOPT

(1[Ãt = 1]
(
Yt − f∗(1, Xt)

)
πAIPW(1 | Xt)

−
1[Ãt = 0]

(
Yt − f∗(0, Xt)

)
πAIPW(0 | Xt)

+ f∗(1, Xt)− f∗(0, Xt)− θ0

)2


=
1

T 2

T∑
t=1

E

[(
Yt(1)− f∗(1, Xt)

)2
πAIPW(1 | Xt)

+

(
Yt(0)− f∗(0, Xt)

)2
πAIPW(0 | Xt)

+
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2]
.

Therefore,

EΠ

[(
θ0 − θ̂A2IPW

T

)2]
− EΠOPT

[(
θ0 − θ̂OPT

T

)2]
=

1

T 2

T∑
t=1

E

[(
Yt(1)− f̂t−1(1, Xt)

)2
πt(1 | Xt,Ωt−1)

+

(
Yt(0)− f̂t−1(0, Xt)

)2
πt(0 | Xt,Ωt−1)

+
(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
+ 2

(
f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)]

− 1

T 2

T∑
t=1

EΠ

[(
Yt(1)− f∗(1, Xt)

)2
πAIPW(1 | Xt)

+

(
Yt(0)− f∗(0, Xt)

)2
πAIPW(0 | Xt)

+
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2]

≤ 1

T 2

T∑
t=1

E

[∣∣∣∣∣
{(

Yt(1)− f̂t−1(1, Xt)
)2

πt(1 | Xt,Ωt−1)
+

(
Yt(0)− f̂t−1(0, Xt)

)2
πt(0 | Xt,Ωt−1)

+
(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)2
+ 2

(
f∗(1, Xt)− f∗(0, Xt)− f̂t−1(1, Xt) + f̂t−1(0, Xt)

)(
f̂t−1(1, Xt)− f̂t−1(0, Xt)− θ0

)}

−

{(
Yt(1)− f∗(1, Xt)

)2
πAIPW(1 | Xt)

+

(
Yt(0)− f∗(0, Xt)

)2
πAIPW(0 | Xt)

+
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2}∣∣∣∣∣
]
,

where the expectation of the last equation is taken over random variables including Ωt−1.
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As we proved in Step 1 of proof of Theorem 1, there exist constants C̃0 and C̃1 such that

E
[(
θ0 − θ̂A2IPW

T

)2]
− E

[(
θ0 − θ̂OPT

T

)2]
≤ C̃0

T 2

T∑
t=1

1∑
k=0

E
[∣∣∣√πAIPW(k | Xt)−

√
πt(k | Xt,Ωt−1)

∣∣∣]+ C̃1

T 2

T∑
t=1

1∑
k=0

E
[∣∣∣f̂t−1(k,Xt)− f∗(k,Xt)

∣∣∣] .
Therefore, we have

E
[(
θ0 − θ̂A2IPW

T

)2]
− E

[(
θ0 − θ̂OPT

T

)2]
=

1

T 2

T∑
t=1

1∑
k=0

{
O

(
E
[∣∣∣√πAIPW(k | Xt)−

√
πt(k | Xt,Ωt−1)

∣∣∣])+O
(
E
[∣∣∣f∗(k,Xt)− f̂t−1(k,Xt)

∣∣∣])} .

D.1 Proof of Theorem 4

The procedure of this proof mainly follows Balsubramani & Ramdas (2016). For a martingale Mt, let Vt =∑t
i=1 E

[
(Mi −Mi−1)

2 | Ωi−1

]
. Before proving Theorem 4, we prove the following three lemmas.

Lemma 1 (Small Sample Bound for an MDS). Let Mt be a martingale such that for all t ≥ 1,
∣∣Mt −Mt−1

∣∣ ≤ e2/2

with probability 1. Fix any δ > 0, and define τ0 = min
{
s : 2(e − 2)Vs ≥ 173 log

(
4
δ

) }
, Then, with probability

≥ 1− δ, for all t ≤ τ0,

|Mt| ≤ 2

√
173

2(e− 2)
log

(
4

δ

)
Lemma 2 (Uniform Bernstein Bound for Martingales at Any Time). Let Mt be a martingale such that for all t ≥ 1,∣∣Mt −Mt−1

∣∣ ≤ e2/2 with probability 1. Then, with probability ≥ 1− δ, for all t simultaneously,

|Mt| ≤ C0(δ) +

√
2C1Vt

(
log log Vt + log

(
4

δ

))
,

where C0(δ) = 3(e− 2) + 2
√

173
2(e−2) log

(
4
δ

)
and C1 = 6(e− 2).

Remark 6. For the Napier’s constant e, e2/2 ≈ 3.694.

Lemma 3 (Upper Bound of the Variance). Let Mt be a martingale such that for all t ≥ 1,
∣∣Mt −Mt−1

∣∣ ≤ e2/2

with probability 1. Suppose that there exists C4 such that
∣∣(Mt −Mt−1)

2 − E
[
(Mi −Mi−1)

2 | Ωi−1

]∣∣ ≤ C4. With
probability ≥ 1− δ, for all t, for sufficiently large Vt and

∑t
i=1(Mi −Mi−1)

2, there is an absolute constant C3 such
that

Vt ≤ C3

(
t∑

i=1

(Mi −Mi−1)
2 +

2C4C0(δ)

e2

)
,

where C0(δ) = 3(e− 2) + 2
√

173
2(e−2) log

(
4
δ

)
.

In this section, we use the following three propositions.

Proposition 6 (Balsubramani (2014), Lemma 23.). Suppose that, for all ℓ ≥ 3 and t, E[(Mt −Mt−1)
ℓ | Ωt−1] ≤

1
2ℓ!
(
e/
√
2
)2(ℓ−2) E[(Mt −Mt−1)

2 | Ωt−1]. Then, for any λ ∈
(
− 1

e2 ,
1
e2

)
, the process Uλ

t := exp(λMt − λ2Vt) is a
super martingale.

Remark 7. The condition that, for all ℓ ≥ 3 and all t, E[(Mt−Mt−1)
ℓ | Ωt−1] ≤ 1

2ℓ!
(
e/
√
2
)2(ℓ−2) E[(Mt−Mt−1)

2 |
Ωt−1] is satisfied when |Mt −Mt−1| ≤ e2

2 for all t with probability 1.
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Proposition 7 (Uniform Bernstein Bound for Martingales, Balsubramani (2014), Theorem 5.). LetMt be a martingale
such that for all t ≥ 1,

∣∣Mt −Mt−1

∣∣ ≤ e2 with probability 1. Fix any δ < 1 and define τ0 = min
{
s : 2(e− 2)Vs ≥

173 log
(
4
δ

) }
. Then, with probability ≥ 1− δ, for all t ≥ τ0 simultaneously,

∣∣Mt

∣∣ ≤ 2(e−2)

e2(1+
√

1/3)
Vt and

∣∣Mt

∣∣ ≤
√√√√6(e− 2)Vt

(
2 log log

(
3(e− 2)Vt∣∣Mt

∣∣
)

+ log

(
2

δ

))
.

Proposition 8. Suppose b1, b2, c are positive constants, r ≥ 8max
(
e4b1 log log(e

4r/4), e4b2
)
, and r −√

b1e4r log log (e4r/4) + b2e4r − c ≤ 0. Then,
√
r ≤

√
b1e4 log log(e4c/2) + b2e4 +

√
c.

This proposition is almost same as Lemma 9 of Balsubramani (2014), but we changed the statement a little. We show
the proof as follows.

Proof of Lemma 8. Since r ≥ 8e4b2,

0 ≤ r

8
− e4b2 =

r

4
− r

8
− e4b2 =

r

4
− b1

r

8b1
− e4b2 → 0 ≤ r2

4
− b1r

r

8b1
− b2e

4r.

Substituting the assumption r
8b1

≥ e4 log log(e4r/4) gives

0 ≤ r2

4
− b1r

r

8b1
− b2e

4r ≤ r2

4
− b1re

4 log log
(
e4r/4

)
− b2e

4r

→
√
b1re4 log log (e4r/4) + b2e4r ≤

r

2
.

Then, by substituting this into r −
√
b1e4r log log (e4r/4) + b2e4r − c ≤ 0, we have r ≤ 2c. Therefore, again using

r −
√
b1e4r/4 log log (e4r/4) + b2e4r − c ≤ 0,

0 ≥ r −
√
b1e4r log log (e4r/4) + b2e4r − c

≥ r −
√
b1e4r log log (e4c/2) + b2e4r − c.

This is a quadratic in
√
r. By solving it, we have

√
r ≤ 1

2

(√
b1e4 log log (e4c/2) + b2e4 +

√
b1e4 log log (e4c/2) + b2e4 + 4c

)
≤
√
b1e4 log log (e4c/2) + b2e4 +

√
c

Then, we prove Lemmas 1–3 and Theorem 4 as follows.

Proof of Lemma 1

Proof. This proof mostly follows the proof of Theorem 24 of Balsubramani (2014).

First, by using Proposition 6, we show that 2 ≥ E
[
exp

(
λ0|Mτ | − λ20Vτ

)]
for any stopping time τ and λ ∈

(
− 1

e2 ,
1
e2

)
.

From Proposition 6, Uλ
t := exp(λMt−λ2Vt) is a super martingale. The condition that, for all ℓ ≥ 3, E[(Mt−Mt−1)

ℓ |
Ωt−1] ≤ 1

2ℓ!
(
e/
√
2
)2(ℓ−2) E[(Mt −Mt−1)

2 | Ωt−1] holds from the assumption that |Mt −Mt−1| ≤ e2/2 for all t
with probability 1. For λ0 ∈

(
− 1

e2 ,
1
e2

)
, let us consider a situation where λ ∈ {−λ0, λ0} with probability 1/2 each.

After marginalizing over λ, the resulting process is

Ũt =
1

2
exp(λ0Mt − λ20Vt) +

1

2
exp(−λ0Mt − λ20Vt)

≥ 1

2
exp(λ0Mt − λ20Vt).
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On the other hand, for any stopping time τ , from the optimal stopping theorem for a super martingale (Durrett, 2010),
we have

E
[
exp(λ0Mτ − λ20Vτ )

]
≤ E

[
exp(λ0M0 − λ20V0)

]
= 1.

Similarly,

E
[
exp(−λ0Mτ − λ20Vτ )

]
≤ E

[
exp(−λ0M0 − λ20V0)

]
= 1.

Combining these results, we have

E
[
Ũt

]
= E

[
1

2
exp(λ0Mt − λ20Vt) +

1

2
exp(−λ0Mt − λ20Vt)

]
≤ 1,

and 1 ≥ E
[
1
2 exp(λ0Mt − λ20Vt)

]
. Thus, we proved 2 ≥ E

[
exp

(
λ0|Mτ | − λ20Vτ

)]
.

Next, note that τ0 = min
{
s : Vs ≥ 173

2(e−2) log
(
4
δ

)}
. Therefore, by defining the stopping time τ1 =

min
{
s : |Mt| ≥ 2

√
173

2(e−2) log
(
4
δ

)}
and using λ0 =

√
2(e−2)
173 ≈ 0.091 ≤ 1

e2 ≈ 0.135,

2 ≥ E
[
exp

(
λ0|Mτ1 | − λ20Vτ1

)]
≥ E

[
exp

(
λ0|Mτ1 | − λ20Vτ1

)
| τ1 < τ0

]
P (τ1 < τ0)

≥ E

[
exp

(
2λ0

√
173

2(e− 2)
log

(
4

δ

)
− λ20

173

2(e− 2)
log

(
4

δ

))
| τ1 < τ0

]
P (τ1 < τ0)

≥ E
[
exp

(
log

(
4

δ

))
| τ1 < τ0

]
P (τ1 < τ0) =

4

δ
P (τ1 < τ0) .

Thus, we obtain P (τ1 < τ0) ≤ δ
2 < δ.

Proof of Lemma 2

Proof. From Proposition 7, with probability ≥ 1− δ/2, for all t ≥ τ0 simultaneously,
∣∣Mt

∣∣ ≤ 2(e−2)

e2(1+
√

1/3)
Vt and

∣∣Mt

∣∣ ≤
√√√√6(e− 2)Vt

(
2 log log

(
3(e− 2)Vt∣∣Mt

∣∣
)

+ log

(
4

δ

))
.

Therefore we have that, with probability ≥ 1− δ/2, for all t ≥ τ0, simultaneously,
∣∣Mt

∣∣ ≤ 2(e−2)

e2(1+
√

1/3)
Vt and

∣∣Mt

∣∣ ≤ max

(
3(e− 2),

√
2C1Vt log log Vt + C1Vt log

(
4

δ

))
, (3)

where note that C1 = 6(e− 2).

Next, from Lemma 1, with probability ≥ 1− δ/4, for all t ≤ τ0 simultaneously,

|Mt| ≤ 2

√
173

2(e− 2)
log

(
4

δ

)
By taking a union bound of (3), with probability ≥ 1− δ, the following inequality holds for all t simultaneously:

∣∣Mt

∣∣ ≤
2
√

173
2(e−2) log

(
4
δ

)
if t ≤ τ0

2(e−2)

e2(1+
√

1/3)
Vt and max

(
3(e− 2),

√
2C1Vt log log Vt + C1Vt log

(
4
δ

))
if t ≥ τ0.

Then, with probability ≥ 1− δ, the following relationship holds for all t simultaneously:

|Mt| ≤ C0(δ) +

√
C1Vt

(
2 log log Vt + log

(
4

δ

))
.
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Proof of Lemma 3

Proof. Let M̃t be
∑t

i=1(Mi−Mi−1)
2−Vt, where note that Vt =

∑t
i=1 E

[
(Mi −Mi−1)

2 | Ωi−1

]
Suppose that there

exists C4 such that
∣∣(Mt −Mt−1)

2 − E
[
(Mi −Mi−1)

2 | Ωi−1

]∣∣ ≤ C4 with probability 1 in which the existence is
guaranteed by the boundedness of Mi −Mi−1, i.e., |Mi −Mi−1| ≤ e2/2 for all t with probability 1. Because M̃t is
a martingale, we can apply Proposition 2, i.e., for all t, with probability ≥ 1− δ∣∣∣M̃t

∣∣∣ ≤ 2C4

e2

(
C0(δ) +

√
C1Bt

(
2 log logBt + log

(
4

δ

)))
,

where Bt = E
[(∑t

i=1(Mi −Mi−1)
2 − Vt

)2
| Ωi−1

]
. For Bt, we have

Bt =

t∑
i=1

(
E
[
(Mi −Mi−1)

4 | Ωi−1

]
−
(
E
[
(Mi −Mi−1)

2 | Ωi−1

])2)
≤

t∑
i=1

E
[
(Mi −Mi−1)

4 | Ωi−1

]
≤
(
e8/24

) t∑
i=1

E
[
(Mi −Mi−1)

4/(e8/24) | Ωi−1

]
Because Mi −Mi−1 ≤ e2/2 → (Mi−Mi−1)

2

e4/22 ≤ 1, we have (Mi −Mi−1)
2/(e4/22) ≥ (Mi −Mi−1)

4/(e8/24), and

t∑
i=1

E
[
(Mi −Mi−1)

4 | Ωi−1

]
≤ e8/24

t∑
i=1

E
[
(Mi −Mi−1)

2/(e4/22) | Ωi−1

]
= e4Vt/4. (4)

Therefore, ∣∣∣M̃t

∣∣∣ ≤ 2C4

e2

(
C0(δ) +

√
C1Bt

(
2 log logBt + log

(
4

δ

)))

≤ 2C4

e2

(
C0(δ) +

√
C1e4Vt/4

(
2 log log

(
e4Vt/4

)
+ log

(
4

δ

)))
.

This can be relaxed to

−
t∑

i=1

(Mi −Mi−1)
2 + Vt −

2C4

e2

(
C0(δ) +

√
C1e4Vt/4

(
2 log log

(
e4Vt/4

)
+ log

(
4

δ

)))

= −
t∑

i=1

(Mi −Mi−1)
2 + Vt −

(
2C4C0(δ)

e2
+

√
C2

4C1

e4
e4Vt

(
2 log log

(
e4Vt/4

)
+ log

(
4

δ

)))
≤ 0.

We consider two cases for Vt. First, we consider a case where Vt ≥
8max

(
e4

C2
4C1

e4 2 log log
(
e4Vt

)
, e4

C2
4C1

e4 log
(
4
δ

))
. Then, from Proposition 8, we have

√
Vt ≤

√√√√C2
4C1

e4
2e4 log log

(
e2C4C0(δ) + e4

t∑
i=1

(Mi −Mi−1)2/2

)
+ e4

C2
4C1

e4
log

(
4

δ

)

+

√√√√2C4C0(δ)

e2
+

t∑
i=1

(Mi −Mi−1)2

=

√√√√2C2
4C1 log log

(
e2C4C0(δ) + e4

t∑
i=1

(Mi −Mi−1)2/2

)
+ C2

4C1 log

(
4

δ

)

+

√√√√2C4C0(δ)

e2
+

t∑
i=1

(Mi −Mi−1)2.
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For sufficiently high
∑t

i=1(Mi − Mi−1)
2 such that 2C2

4C1 log log
(
e2C4C0(δ) + e4

∑t
i=1(Mi −Mi−1)

2/2
)

≥
C2

4C1 log
(
4
δ

)
, by using a constant C5, the RHS is bounded as√√√√2C2

4C1 log log

(
e2C4C0(δ) + e4

t∑
i=1

(Mi −Mi−1)2/2

)
+ C2

4C1 log

(
4

δ

)
+

√√√√2C4C0(δ)

e2
+

t∑
i=1

(Mi −Mi−1)2

≤

√√√√4C2
4C1 log log

(
e2C4C0(δ) + e4

t∑
i=1

(Mi −Mi−1)2/2

)
+

√√√√2C4C0(δ)

e2
+

t∑
i=1

(Mi −Mi−1)2

≤

√√√√4C2
4C1

(
e2C4C0(δ) + e4

t∑
i=1

(Mi −Mi−1)2/2

)
+

√√√√2C4C0(δ)

e2
+

t∑
i=1

(Mi −Mi−1)2.

Then, by squaring both sides of

√
Vt ≤

√√√√4C2
4C1

(
e2C4C0(δ) + e4

t∑
i=1

(Mi −Mi−1)2/2

)
+

√√√√2C4C0(δ)

e2
+

t∑
i=1

(Mi −Mi−1)2

=

√√√√2e4C2
4C1

(
2C4C0(δ)

e2
+

t∑
i=1

(Mi −Mi−1)2

)
+

√√√√2C4C0(δ)

e2
+

t∑
i=1

(Mi −Mi−1)2, ,

we obtain

Vt ≤ C3

(
t∑

i=1

(Mi −Mi−1)
2 +

2C4C0(δ)

e2

)
,

where C3 is a constant. When Vt < 8max
(
e4

C2
4C1

e4 2 log log
(
e4Vt

)
, e4

C2
4C1

e4 log
(
4
δ

))
, the statement clearly holds

for sufficiently high Vt such that Vt < e4
C2

4C1

e4 2 log log
(
e4Vt

)
.

Proof of Theorem 4

Finally, combining the above results, we show Theorem 4 as follows.

Proof. Let us note that we can construct an MDS from zt = qt − θ0 as {zt}Tt=1. Let us suppose that there exists
a constant C such that |zt| ≤ C. Let z̃t and Ṽt be zte2/(2C) and

∑t
i=1 E

[
z̃2i | Ωi−1

]
, respectively. From this

boundedness of zt, there exists a constantC4 such that |z2t −E[z2t | Ωt−1]| ≤ C4. Then, for fixed δ, from Proposition 2,
with probability ≥ 1− δ, the following true for all t simultaneously:∣∣∣tθ̂A2IPW

t − tθ0

∣∣∣ ≤ 2C

e2

(
C0(δ) +

√
2C1Ṽ ∗

t

(
log log Ṽ ∗

t + log

(
4

δ

)))
.

Here, by using Proposition 3, we have

Ṽt ≤ C3

(
t∑

i=1

z̃2i +
2C4C0(δ)

e2

)
,

Then,∣∣∣tθ̂A2IPW
t − tθ0

∣∣∣
≤ 2C

e2

C0(δ) +

√√√√2C1C3

(
e4

4C2

t∑
i=1

z2t +
2C4C0(δ)

e2

)(
log logC3

(
e4

4C2

t∑
i=1

z2t +
2C4C0(δ)

e2

)
+ log

(
4

δ

)) .
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E A2IPW Estimator for Off-policy Evaluation

In off-policy evaluation (OPE), we consider the following problem setting. Let At be the action taking variable in
A = {1, 2, . . . ,K}, Xt be the covariate observed by the decision maker when choosing an action, and X be the
domain of covariate. Let us denote a random variable of a reward at period t as a function Yt : A → R. In this paper,
we have access to a set ST = {(Xt, At, Yt)}Tt=1 with the following data generating process (DGP):{

(Xt, At, Yt)
}T
t=1

∼ p(x)πt(a | x,Ωt−1)p(y | a, x),

where p(x) denote the density of the covariate Xt, πt(a | x,Ωt−1) denote the probability of assigning an action At

conditioned on a covariate Xt, which is also called behavior policy, p(y | a, x) denote the density of an outcome Yt
conditioned on At and Xt, and Ωt−1 ∈ Mt−1

Under the DGP defined above, we consider estimating the value of an evaluation policy using samples obtained under
the behavior policy. Let an evaluation policy x : A × X → (0, 1) be a function of a covariate Xt and an action At,
which can be considered as the probability of taking an action At conditioned on a covariate Xt. We are interested in
estimating the expected reward from any given pre-specified evaluation policy πe(a | x). Then, we define the expected
reward under an evaluation policy as R(x) := E

[∑K
k=1 x(k,Xt)Yt(k)

]
. We also denote R(x) as θ0. The goal of

OPE is to estimate R(πe) using dependent samples under a batch updated behavior policies.

For OPE, we can obtain the following corollary from Theorem 1.

Corollary 1 (Asymptotic Distribution of A2IPW for OPE). Suppose that

(i) Point convergence in probability of f̂t−1 and πt, i.e., for all x ∈ X and k ∈ N, f̂t−1(k, x) − f∗(k, x)
p−→ 0 and

πt(k | x,Ωt−1)− π̃(k | x) p−→ 0, where π̃ : A×X → (0, 1);

(ii) There exits a constant C3 such that |f̂t−1| ≤ C3.

Then, under Assumption 1, for the A2IPW estimator, we have
√
T
(
θ̂A2IPW
T − θ0

)
d−→ N

(
0, σ2

)
, where σ2 =

E

[∑K
k=1

(
x
(
k,Xt

))2
ν∗
(
k,Xt

)
π̃(k|Xt)

+
(∑K

k=1 x(k,Xt)f
∗(k,Xt)− θ0

)2]
.

F Details of Statistical Hypothesis Testing

This section provides the preliminaries of statistical hypothesis testing.

A hypothesis refers to a statement about a population parameter (Casella, 2002). Let H0 and H1 be the null and
alternative hypotheses, respectively. For simplicity, we only discuss the following hypotheses: H0 : θ0 = µ and
H1 : θ0 ̸= µ for µ ∈ R. In a hypothesis testing problem, after observing the sample, the experimenter must decide
either to accept H0 as true or to reject H0 as false (Casella, 2002). In deciding to accept or reject the null hypothesis
H0, an experimenter might be making a mistake, which are classified into Type I and Type II errors. In the Type I error,
the hypothesis testing incorrectly decides to reject H0, but θ0 = µ holds in the population. In the Type II error, the
test incorrectly decides to accept H0, but θ0 ̸= µ holds in the population. As criteria for controlling these errors, we
consider their probabilities. Let PH0

and PH1
be the probabilities when the null and alternative hypotheses are correct,

respectively. When PH0

(
reject H0

)
≤ α, we say that we control the Type I error at α. When PH1

(
reject H0

)
≤ β,

we say that we control the Type II error at 1 − β. To discuss this more generally, let us define Pθ(reject H0), where
Pθ denotes PH0

if the null hypothesis is correct; otherwise Pθ denotes PH1
. This probability is also known as the

power function β(θ) = Pθ(θ̂
A2IPW
t ∈ R), where R is a rejection region, where, if θ̂A2IPW

t ∈ R, then we reject the
null hypothesis.

The methods of hypothesis testing can be classified into two approaches. In the first approach, we assume a fixed
sample size, and construct the confidence interval after obtaining a set of samples with the sample size. This types
of hypothesis testing is well accepted and a standard of hypothesis testing. In the second approach, we conduct the
hypothesis testing sequentially, in which the sample size is regarded as a random variable. This approach recently
gathered attention because it is more suitable to the situation with sequential decision making such as the MAB
problem.
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F.1 Standard Statistical Test with a Fixed Sample Size

First, we consider the standard statistical test with a fixed (predetermined) sample size and the proposed A2IPW
estimator under πt(k | x)− π̃(k | x) p−→ 0 for all x ∈ X . In this case, we can use the (asymptotic) Student’s t-test or
z-test with the following t-statistic:

t-statistic =
θ̂A2IPW
T − µ√

σ̂2/T
,

where σ̂2 is an estimator of σ2 = E
[∑1

k=0

ν∗
(
k,Xt

)
π̃(k|Xt)

+
(
f∗(1, Xt)− f∗(0, Xt)− θ0

)2]
. Then, by considering a

situation where there are sufficient samples and σ̂2 = σ2, if the null hypothesis is correct (i.e., θ0 = 0 is true),
the T -statistic asymptotically follows the standard normal distribution. By using this results, the test rejects the null
hypothesis whenever ∣∣∣√T (θ̂A2IPW

T − µ
)∣∣∣ > √

σ̂2z1−α/2,

where zα is the α quantile of the standard normal distribution. Then, when the sample size T is large, the Type I error
is controlled as

PH0

(∣∣∣√T (θ̂A2IPW
T − µ

)∣∣∣ > √
σ2zα/2

)
≤ α.

F.2 Sequential Testing

For a null H0 and an alternative H1 hypothesis, we have an incentive to make our decision using experiments with
as small a sample size as possible. In sequential testing, we do not have to decide the sample size in advance. We
sequentially conduct decision making and stop whenever we want. However, if we sequentially conduct standard
statistical testing, the probability of the Type I error increases (Balsubramani & Ramdas, 2016).

In sequential testing, the probability of the Type II error does not increase (Balsubramani & Ramdas, 2016). However,
we can control more precisely the Type II error by introducing certain methods (Jamieson & Jain, 2018).

Sequential Testing with Multiple Testing Correction: As explained in Section 4, one standard method for reducing
errors is applying a kind of multiple testing correction such as the BF and Benjamini–Hochberg procedures. Some
concepts can be used to control the Type I error in multiple testing, such as the false discovery rate and family-wise
error rate (Jamieson & Jain, 2018). However, we do not discuss these concepts in detail because of space limitations.

Sequential Testing with the LIL: However, these corrections are exceedingly conservative and they produce sub-
optimal results over a large number of tests (Balsubramani & Ramdas, 2016). To avoid this problem, the concen-
tration inequalities derived from the LIL are useful (Balsubramani, 2014; Jamieson et al., 2014; Johari et al., 2015;
Balsubramani & Ramdas, 2016); the properties of the LIL in sequential testing were further investigated by Zhao et al.
(2016) and Jamieson & Jain (2018). As we explained in Section 4, the LIL-based sequential testing has been already
used in various existing studies (Jamieson & Jain, 2018).
Remark 8 (LIL and an MDS). Khintchine (1924) and Kolmogoroff (1929) derived the LIL for independent random
variables. Following their methods, several works have derived other LILs for an MDS under certain regularity condi-
tions (Stout, 1970; Fisher, 1992). Further, a result is related to the CLT under certain rate conditions (Tomking, 1971).
On the convergence rate of the CLT for an MDS, see Hall & Hayde (1980). In this paper, we do not introduce the
asymptotic LIL for an MDS explicitly.

F.3 Sample Size and Stopping Time

In hypothesis testing, we are interested in the sample size required to reject the null hypothesis with controlling Type
II error at β when the alternative hypothesis H1 is true. To control the Type II error, we introduce a parameter ∆ > 0,
which is called the effect size in the literature on hypothesis testing. Let us redefine the alternative hypothesis as
H1(∆) : |θ0−µ| > ∆, where PH1(∆) is the probability when the alternative hypothesis is correct. LetRn be a rejection
region when controlling the Type II error at β, i.e., when θ̂A2IPW

n ∈ Rn and the alternate hypothesis H1 is true, the
null hypothesis is rejected with the probability of the Type II error at least 1 − β. Then, for ∆ and β, the minimum
sample size with controlling Type II error at β is defined as n∗β(∆) = min

{
n : PH1(∆)

(
θ̂A2IPW
n ∈ Rn

)
≥ 1− β

}
,
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which is also referred to as sample complexity in the MAB problem. In sequential testing, the sample size corresponds
to the stopping time when the algorithm stops by rejecting the null hypothesis. Let τ be the stopping time of sequential
testing.

F.4 Minimum Sample Size under the Optimal Policy

For discussing the minimum sample required in hypothesis testing, we derive the minimum sample size under an ideal
situation where we know the optimal policy and use it as a policy for choosing an action, i.e., πt = πAIPW.

Let us denote the minimum sample size in this case as nOPT∗
β (∆). For the sufficiently large sample size T , from

Theorem 1, we have
√
T
(
θ̂A2IPW
T − µ

)
d−→ N

(
0, σ̃2

)
,

where

σ̃2 = E

[
1∑

k=0

ν̃∗
(
k,Xt

)
πAIPW(k | Xt)

+
(
f̃∗(1, Xt)− f̃∗(0, Xt)− µ

)2]
,

f̃(k,Xt) = EH0 [Yt(k) | Xt], ν̃∗
(
k,Xt

)
= EH0 [

(
Yt(k) − f̃(k,Xt)

)2 | Xt], π̃ =

√
ν̃∗
(
1,Xt

)
√

ν̃∗
(
1,Xt

)
+

√
ν̃∗
(
0,Xt

) , and EH0

denotes the expectation when the null hypothesis is true. From this result, we have

√
T
(
θ̂A2IPW
T − µ

)
√
σ̃2

d−→H0
N (0, 1) ,

√
T
(
θ̂A2IPW
T − µ−∆

)
√
σ̈2

d−→H1
N (0, 1) ,

where

σ̈2 = E

[
1∑

k=0

ν̈∗
(
k,Xt

)
π̈AIPW(k | Xt)

+
(
f̈∗(1, Xt)− f̈∗(0, Xt)− µ−∆

)2]
,

f̈(k,Xt) = EH1
[Yt(k) | Xt], ν̈∗

(
k,Xt

)
= EH1

[
(
Yt(k) − f̈(k,Xt)

)2 | Xt], π̈ =

√
ν̈∗
(
1,Xt

)
√

ν̈∗
(
1,Xt

)
+

√
ν̈∗
(
0,Xt

) , and EH1

denotes the expectation when the alternate hypothesis is true.

Based on these results, when we have sufficient samples and know σ̃2, we rejects the null hypothesis whenever∣∣∣√T (θ̂A2IPW
T − µ

)∣∣∣ > √
σ̃2z1−α/2,

where note that z1−α/2 is s the 1− α/2 quantile of the standard normal distribution.

For ease of discussion, we put the following two assumptions,

Assumption 2. The density of p(x) is the same under the null and alternate hypothesis.

Assumption 3. For the models of conditional outcomes,

f̈(k,Xt) = ∆+ f̃(k,Xt).

Besides, when the null hypothesis is true,

Y (k) = f̃(k,Xt) + ε̃t;

when the alternate hypothesis is true,

Y (k) = f̈(k,Xt) + ε̈t,

where ε̃t and ε̈t are random variables with mean zero and independent from Xt.
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Let us note that, under these assumptions, we have σ̈2 = σ̃2. As explained in Section F.1, the Type I error is controlled
at α. On the other hand, the asymptotic power is given as

PH1

(∣∣∣√T (θ̂A2IPW
T − µ

)∣∣∣ ∈ Rt

)
= PH1

(∣∣∣√T (θ̂A2IPW
T − µ

)∣∣∣ > √
σ̃2z1−α/2

)
= PH1

(√
T
(
θ̂A2IPW
T − µ

)
>

√
σ̃2z1−α/2

)
+ PH1

(√
T
(
θ̂A2IPW
T − µ

)
< −

√
σ̃2z1−α/2

)
= PH1

(
√
T
θ̂A2IPW
T − µ−∆√

σ̃2
>

√
σ̃2

√
σ̃2
z1−α/2 −

√
T∆√
σ̃2

)
+ PH1

(
√
T
θ̂A2IPW
T − µ−∆√

σ̃2
< −

√
σ̃2

√
σ̃2
z1−α/2 −

√
T∆√
σ̃2

)

= 1− Φ

(
z1−α/2 −

√
T∆√
σ̃2

)
+Φ

(
−
√
T∆√
σ̃2

− z1−α/2

)

≥ 1− Φ

(
z1−α/2 −

√
T∆√
σ̃2

)
.

Thus, the power is 1 − Φ
(
z1−α/2 −

√
T∆√
σ̃2

)
. From this result, it is clear that for T ≥ σ̃2

∆2

(
z1−α/2 − zβ

)2
, the power

becomes at least β. It means that, for achieving the power β, we need σ̃2

∆2

(
z1−α/2 − zβ

)2
samples, i.e.,

nOPT∗
β (∆) =

σ̃2

∆2

(
z1−α/2 − zβ

)2
.

F.5 Early Stopping under the Optimal Policy

In sequential testing using a LIL-based concentration inequality of this paper, we proposed an algorithm that rejects
the null hypothesis when

∣∣∣tθ̂A2IPW
t − tµ

∣∣∣ > 1.1

log

(
1

α

)
+

√√√√2

t∑
i=1

z2i

(
log

log
∑t

i=1 z
2
i

α

) = qt.

Let τ be the stopping time of the sequential testing, i.e., τ = min
{
t :
∣∣∣tθ̂A2IPW

t − tµ
∣∣∣ > qt

}
When t = τ , it rejects

the null hypothesis. In this section, we calculate the upper bound of the expected stopping time τ .

We show that, when sufficient periods passed, the probability that the sequential testing does not reject the
hypothesis testing becomes small. Let us bound PH1

(τ > t̃) for sufficiently large t̃ such that t̃∆ ≫

1.1

(
log
(
1
α

)
+

√
2C2t̃

(
log logC2 t̃

α

))
. First, for a stopping time τ , we consider the probability of τ ≥ t̃. Here,

we have

PH1
(τ > t̃) = 1− PH1

(τ ≤ t̃)

= 1− PH1

(
∃t ≤ t̃ :

∣∣∣tθ̂A2IPW
t − tµ

∣∣∣ > qt

)
≤ 1− PH1

(∣∣∣t̃θ̂A2IPW
t̃ − t̃µ

∣∣∣ > qt̃

)
= PH1

(∣∣∣t̃θ̂A2IPW
t̃ − t̃µ

∣∣∣ ≤ qt̃

)
= PH1

(
−qt̃ ≤ t̃θ̂A2IPW

t̃ − t̃µ ≤ qt̃

)
= PH1

(
−qt̃ − t̃∆ ≤ t̃θ̂A2IPW

t̃ − t̃µ− t̃∆ ≤ qt̃ − t̃∆
)

≤ PH1

(
t̃θ̂A2IPW

t̃ − t̃µ− t̃∆ ≤ qt̃ − t̃∆
)
.
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Then, by substituting qt̃ = 1.1

(
log
(
1
α

)
+

√
2
∑t̃

i=1 z
2
i

(
log

log
∑t̃

i=1 z2
i

α

))
,

PH1(τ > t̃)

≤ PH1

t̃θ̂A2IPW
t̃ − t̃µ− t̃∆ ≤ 1.1

log

(
1

α

)
+

√√√√2

t̃∑
i=1

z2i

(
log

log
∑t̃

i=1 z
2
i

α

)− t̃∆


= PH1

 t̃θ̂A2IPW
t̃

− t̃µ− t̃∆
√
σ̃2

≤ 1.1√
σ̃2

log

(
1

α

)
+

√√√√2
t̃∑

i=1

z2i

(
log

log
∑t̃

i=1 z
2
i

α

)− t̃∆√
σ̃2


≤ PH1

 t̃θ̂A2IPW
t̃

− t̃µ− t̃∆
√
σ̃2

≤ 1.1√
σ̃2

log

(
1

α

)
+

√
2C2t̃

(
log

logC2t̃

α

)− t̃∆√
σ̃2

 .

Here, we used |zt| ≤ C for all t. Let ⪯ and ≍ be ≤ and = when ignoring constants. Then, by using
Azuma-Heoffding inequality for martingales (Hoeffding, 1963; Azuma, 1967), |zt − zt−1| ≤ 2C, and t̃∆ ≫

1.1

(
log
(
1
α

)
+

√
2C2t̃

(
log logC2 t̃

α

))
,

PH1
(τ > t̃)

≤ PH1

t̃θ̂A2IPW
t̃ − t̃µ− t̃∆ ≤ 1.1

log

(
1

α

)
+

√
2C2t̃

(
log

logC2t̃

α

)− t̃∆√
σ̃2



≤ exp

−

(
t̃∆− 1.1

(
log
(
1
α

)
+

√
2C2t̃

(
log logC2 t̃

α

)))2

8t̃C2


≍ exp

(
− t̃∆2

8C2

)
.

For nOPT∗
β (∆), let us assume nOPT∗

β (∆)∆ ≫ 1.1

(
log
(
1
α

)
+

√
2C2nOPT∗

β (∆)
(
log

logC2nOPT∗
β (∆)

α

))
. This as-

sumption holds when β is sufficiently close to 0. For nOPT∗
β (∆) = σ̃2

∆2

(
z1−α/2 − zβ

)2
,

EH1 [τ ] =
∑
n≥1

PH1(τ > n)

≤ nOPT∗
β (∆) +

∑
t≥nOPT∗

β (∆)+1

PH1(τ > t)

≤ nOPT∗
β (∆) +

∑
t≥nOPT∗

β (∆)−1

PH1(τ > t)

⪯ nOPT∗
β (∆) +

∞∑
t≥nOPT∗

β (∆)−1

exp

(
− t∆2

8C2

)

= nOPT∗
β (∆) + exp

−

(
nOPT∗
β (∆)− 1

)
∆2

8C2

+ exp

(
−
nOPT∗
β (∆)∆2

8C2

)
+ · · ·

= nOPT∗
β (∆) + exp

−

(
nOPT∗
β (∆)− 1

)
∆2

8C2

 ∞∑
s=1

exp

(
− (s− 1)∆2

8C2

)
.
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Then by using the infinite geometric series sum formula,

nOPT∗
β (∆) + exp

−

(
nOPT∗
β (∆)− 1

)
∆2

8C2

 ∞∑
s=1

exp

(
− (s− 1)∆2

8C2

)

= nOPT∗
β (∆) + exp

−

(
nOPT∗
β (∆)− 1

)
∆2

8C2

 1

1− exp
(
− ∆2

8C2

)
= nOPT∗

β (∆) + exp

(
−
nOPT∗
β (∆)∆2

8C2

)
1

exp
(

∆2

8C2

)
− 1

.

By substituting exp
(
− t̃∆2

8C2

)
≍ PH1

(τ > t̃),

EH1 [τ ] ⪯ nOPT∗
β (∆) +

PH1
(τ > nOPT∗

β (∆))

exp
(

∆2

8C2

)
− 1

.

Using the inequality, 1− exp(−r) ≤ r, and nOPT∗
β (∆) = σ̃2

∆2

(
z1−α/2 − zβ

)2
, we have

EH1
[τ ]

⪯ nOPT∗
β (∆) +

8C2

∆2
PH1

(τ > nOPT∗
β (∆))

= n∗β(∆) +
8C2nOPT∗

β (∆)

σ̃2
(
z1−α/2 − zβ

)2PH1
(τ > nOPT∗

β (∆))

=
(
1 + O(1)

)
nOPT∗
β (∆).

Thus, we obtain the following corollary.

Corollary 2. Suppose that nOPT∗
β (∆)∆ ≫ 1.1

(
log
(
1
α

)
+

√
2C2nOPT∗

β (∆)
(
log

logC2nOPT∗
β (∆)

α

))
and πt =

πAIPW. Then, under H1 and Assumptions 2 and 3, for sufficiently large sample size, the sequential testing using
qt has expected stopping time ∝ nOPT∗

β (∆).

F.6 Minimum Sample Size and Early Stopping under a User-defined Policy

For a user-defined policy πt, if πt
p−→ πA2IPW, we have the same asymptotic variance as σ̃2 from Theorem 1. There-

fore, when we use πt
p−→ πA2IPW, the minimum sample size required for hypothesis testing is also nOPT∗

β (∆). By
using the same procedure of the previous section, we can easily confirm that the sequential testing under a user-defined
policy πt using qt has expected stopping time ∝ nOPT∗

β (∆).

G Details of Main Algorithm: AERATE

We show the details of AERATE in Section 5.

G.1 Estimation of E
[
Yt(a) | x

]
and E

[
Y 2
t (a) | x

]
First, we consider how to estimate f∗(a, x) = E

[
Yt(a) | x

]
and e∗(a, x) = E

[
Y 2
t (a) | x

]
. When estimating f∗(a, x)

and e∗(a, x), we need to construct consistent estimators from dependent samples obtained from a adaptive policy. In a
MAB problem, several non-parametric estimators are proved to be consistent, such as K-nearest neighbor regression
estimator and Nadaraya-Watson kernel regression estimator (Yang & Zhu, 2002; Qian & Yang, 2016). As a example,
we show the theoretical properties of K-nearest neighbor regression estimator when using samples with bandit feed
back in the following part.

32



Efficient Adaptive Experimental Design
for Average Treatment Effect Estimation A PREPRINT

K-nearest neighbor regression: We introduce nonparametric estimation of f∗ based on K-nearest neighbor re-
gression using samples with bandit feedback (Yang & Zhu, 2002).

First, we fix x∗ ∈ X . Let kn > 0 be a value depending on the sample size n. Let Nt,k be
∑t

s=1 1[As = k]. At
t-th round, we gather Nt,k samples from the case of At′ = k and reindex the samples as {(Xt′ , Yt′)}

Nt,k

t′=1. Then, we
construct an estimator using the kNt,k

-NN regression and {(Xt′ , Yt′)}
Nt,k

t′=1 as follows:

f̂t(k, x
∗) =

1

kNt,k

kNt,k∑
i=1

Y 2
π(x∗,i),

where π is the permutation of {1, 2, ..., Nt,k} such that

∥Xπ(x∗,1) − x∗∥ ≤ ∥Xπ(x∗,2) − x∗∥ ≤ · · · ≤ ∥Xπ(x∗,Nt,k) − x∗∥.

For f̂t−1(k, x), Yang & Zhu (2002) showed the following theoretical results. For simplicity, let us assume X = [0, 1]d

for an integer d > 0. First, they put the following assumption.
Assumption 4 (Yang & Zhu (2002), Eq. (5)). The function f∗(k, x) be continuous in x ∈ X for all k ∈ A.

Let ψ(z; f∗(k, ·)) be a modulus of continuity defined by

ψ(z; f∗(k, ·)) = sup {|f∗(k, x′)− f∗(k, x′′)| : |x′ − x′′|∞ ≤ z} .
The term ψ represents the smoothness of the function νd.
Assumption 5 (Yang & Zhu (2002), Assumption 2). The probability p(x) is uniformly bounded above and away from
0 on [0, 1]d, i.e., c ≤ p(x) ≤ c.

Let us assume Yt(k) = f∗(k,Xt) + ϵt,k, where ϵt,k is a random variable with mean 0 and a finite variable.
Assumption 6 (Yang & Zhu (2002), Assumption 3). The error term ϵt,k also satisfies the moment condition such that
there exist positive constants v and w satisfying, for all m ≥ 2,

E[|ϵt,k|m] ≤ m!

2
v2wm−2.

Under these assumptions, we can show the following lemma from the result of Yang & Zhu (2002).
Lemma 4 (Yang & Zhu (2002), Eq. (4)). For κ > 0, let ηκ = sup{z : ψ(z; f∗(k, ·)) ≤ κ}. There exists a constant
M > 0 such that, for κ > 0, h < ηκ/4, and kNt,k

≤ cthk/2,

P
(∣∣∣f̂t(k, x∗)− f∗(k, x∗)

∣∣∣ ≥ κ
)

≤M exp

(
−
3kNt,k

14

)
+
(
td+2 + 1

)(
exp

(
−
3kNt,k

ε

28

)
+ exp

(
−

kNt,k
ε2κ2

16(v2 + wεκ/4)

))
.

According to Yang & Zhu (2002), for kt such that ktε2/ log t→ ∞ and kNt,k
= o(t), we can choose h→ 0 satisfying

h ≥ (2kNt,k
/(ct))1/d. From the this discussion and the Borel-Cantelli lemma, we can show the following corollary

(Yang & Zhu, 2002).
Corollary 3 (Yang & Zhu (2002)). For kt such that ktε2/ log t→ ∞ and kNt,k

= o(t), with probability 1,∣∣∣f̂t(k, x∗))− f∗(k, x∗)
∣∣∣→ 0.

Besides, when we use kNt,k
= O(

√
t) in our algorithm, which satisfies kNt,k

ε2/ log t → ∞ and kNt,k
= o(t), the

following corollary holds.

Corollary 4. For kt =
√
t, there exists a constant M > 0 such that, for t >

(
2

cηk
κ/4

)2

,

P
(∣∣∣f̂t(k, x∗)− f∗(k, x∗)

∣∣∣ ≥ κ
)

≤M exp

(
−
3kNt,k

14

)
+
(
td+2 + 1

)(
exp

(
−3ktε

28

)
+ exp

(
−

kNt,k
ε2κ2

16(v2 + wεκ/4)

))
.
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Using these results, we can bound E
[∣∣f̂t(k, x∗)− f∗(k, x∗)

∣∣] by the following lemma.

Lemma 5. For κ > 0, ηκ = sup{z : ψ(z; vd) ≤ κ}, kt =
√
t, and t >

(
2

cηk
κ/4

)2

, there exists a constant M > 0

such that

E
[∣∣f̂t(k, x∗)− f∗(k, x∗)

∣∣]
≤ κ+ C2

(
M exp

(
−
3kNt,k

14

)
+
(
td+2 + 1

)(
exp

(
−
3kNt,k

ε

28

)
+ exp

(
−

kNt,k
ε2κ2

16(v2 + wεκ/4)

)))
.

Proof. For κ > 0, ηκ = sup{z : ψ(z; vd) ≤ κ}, and t >
(

2
cηm

κ/4

)2
,

E
[∣∣f̂t(k, x∗)− f∗(k, x∗)

∣∣]
≤ κ+ C2P

(∣∣f̂t(k, x∗)− f∗(k, x∗)
∣∣ ≥ κ

)
≤ κ+ C2

(
M exp

(
−
3kNt,k

14

)
+
(
T d+2 + 1

)(
exp

(
−
3kNt,k

ε

28

)
+ exp

(
−

kNt,k
ε2κ2

16(v2 + wεκ/4)

)))
.

Remark 9. The theoretical results of Yang & Zhu (2002) is based on the assumption that the flexibility of the function
is restricted and assignment probabilities are > 0 for all actions. Therefore, we can easily check that their results can
apply to our case.

G.2 Main Algorithm

The propose algorithm mainly consists of two steps: at a period t, (i) estimate ν(k, x) and assign an action with
the estimated optimal policy, and (ii) conduct testing when sequential testing. Besides, to stabilize the algorithm, we
introduce the following three elements: (a) the estimator ν̂t−1(k, x) of ν∗(k, x) is constructed as max

(
ν, êt−1(k, x)−

f̂2t−1(k, x)
)
, where ν is the lower bound of ν∗, and f̂t−1 and êt−1 are estimators of f∗ and e∗ only using Ωt−1,

respectively; (b) let a policy be πt(1 | x,Ωt−1) = γ 1
2 + (1 − γ) ν̂t−1(1,x)

ν̂t−1(1,x)+ν̂t−1(0,x)
, where γ = o(1/

√
T ); (c) as a

candidate of estimators, we also propose Mixed A2IPW (MA2IPW) estimator defined as θ̂MA2IPW
t = ζθ̂AdaIPW

t +

(1 − ζ)θ̂A2IPW
t , where ζ = o(1/

√
t). The motivation of (a) is to prevent ν̂t−1 from taking a negative value. The

motivation of (b) is to stabilize the probability of assigning an action. The motivation of (c) is to to control the
behavior of estimator by avoiding the situation where f̂t−1 takes an unpredicted value in early stage. Because the
nonparametric convergence rate is upper bounded by O(1/

√
t) in general, the convergence rate of policy is also upper

bounded by O(1/
√
t), and γ = o(1/

√
t) does not affect the convergence rate. Similarly, the asymptotic distribution

of θ̂MA2IPW
T is the same as θ̂A2IPW

T because
√
tθ̂MA2IPW

t

=
√
t
(
ζθ̂AdaIPW

t + (1− ζ)θ̂A2IPW
t

)
=

√
t
(
o(1/

√
t)θ̂AdaIPW

t + (1− o(1/
√
t))θ̂A2IPW

t

)
=

√
tθ̂A2IPW

t + o(1).

Besides, we additionally introduce a hyperparameter ρ, which is technically introduced for initialization. The pseudo
code of AERATE is in Algorithm 1.

H Details of Experiments

In this section, we show the effectiveness the proposed algorithm through experiments. We compare the proposed
AdaIPW, A2IPW, MA2IPW estimators with an RCT with p(Dt = 1|Xt) = 0.5 and the standard IPW, DM, and AIPW
estimators. In A2IPW and AIPW estimators, we estimate f∗ by K-nearest neighbor regression and Nadaraya-Watson
regression. For DM estimator, we used K-nearest neighbor regression and Nadaraya-Watson regression. For three
settings of hypothesis testing, we used two datasets; synthetic and semi-synthetic datasets.

34



Efficient Adaptive Experimental Design
for Average Treatment Effect Estimation A PREPRINT

Algorithm 1 AERATE

Parameter: Type I error α. Set ρ ≥ 0, which is the number of samples that we assign treatments with equal
probability. Set ν > 0, which is the lower bound of the variance ν.
Initialization:
At t = 1, 2, select At = t− 1. Set πt(1 | Xt,Ωt−1) = 1/2.
for t = 3 to T do

if t < ρ then
Set πt(1 | Xt,Ωt−1) = 0.5.

else
Construct estimators f̂t−1 and êt−1 using a nonparametric method.
Construct ν̂t−1 from f̂t−1 and êt−1.
Using ν̂t−1, construct an estimator of πAIPW(k | Xt) and set it as πt(k | Xt,Ωt−1).

end if
Draw ξt from the uniform distribution on [0, 1].
At = 1[ξt ≤ πt(1 | Xt,Ωt−1)].
if Sequential testing based on LIL then

Construct θ̂A2IPW
t .

Construct qt based on (4.2) with α.
if tθ̂A2IPW

t > qt then
Reject the null hypothesis.

end if
end if
if Sequential testing based on BF correction then

Construct θ̂A2IPW
t .

Construct p-value from θ̂A2IPW
t under BF correction.

if If the p-value is less than α then
Reject the null hypothesis.

end if
end if

end for
if Standard hypothesis testing then

Construct θ̂A2IPW
T .

Construct p-value from θ̂A2IPW
T .

if If the p-value is less than α then
Reject the null hypothesis.

end if
end if

H.1 Settings of Testing

In each dataset, we conduct the following three patterns of hypothesis testing, the standard hypothesis testing based
on T -test, sequential testing based on multiple testing, and sequential testing based on adaptive confidence sequence
based on LIL-based concentration inequality. For all settings, the null and alternate hypothesis are H0 : θ0 = 0 and
H1 : θ0 ̸= 0. When conducting the standard hypothesis testing, we obtain the confidence intervals obtained from T -
statistics constructed from the asymptotic distribution of Theorem 1. When conducting the sequential testing based on
multiple testing, we conducting testing at t = 150, 250, 350, 450 with BF correction. When conducting the sequential
testing based on LIL-based concentration inequality, we construct the confidence intervals from qt of Section 4.

Experiments with Synthetic Data: In addition to Dataset 1 and 2 in Section 6, we used two synthetic datasets.
As Section 6, we generated a covariate Xt ∈ R5 at each round as Xt = (Xt1, Xt2, Xt3, Xt4, Xt5)

⊤, where
Xtk ∼ N (0, 1) for k = 1, 2, 3, 4, 5. In this experiment, we used Yt(d) = µd +

∑5
k=1Xtk + etd as a model of a

potential outcome, where µd is a constant, etd is the error term, and E[Yt(d)] = µd The error term etd follows the
normal distribution, and we denote the standard deviation as stdd. We made two datasets with different µd and stdd,
Datasets 3–4, with 500 periods (samples). For Datasets 3, we set µ1 = 0.8 and µ0 = 0.3 with std1 = 0.6 and
std1 = 0.4. For Datasets 4, we set µ1 = µ0 = 0.5 with std1 = 0.6 and std0 = 0.4. We ran 1000 independent trials
for each setting. The results of experiment are shown in Table 1. We show the MSE between θ and θ̂, the standard
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deviation of MSE (STD), and percentages of rejections of hypothesis testing using T -statistics at the 150th (mid)
round and the 300th (final) periods. Besides, we also showed the stopping time of the LIL based algorithm (LIL) and
multiple testing with BF correction. When using BF correction, we conducted testing at t = 150, 250, 350, 450. In
sequential testing, if we do not reject the hypothesis, we return the stopping time as 500. The results are shown in
Tables 2 and 3.

Experiments with Semi-Synthetic Data: In evaluation of algorithms for estimating the treatment effect, it is dif-
ficult to find ‘real-world’ data that can be used for the evaluation. Following previous work, we use semi-synthetic
datasets made from the Infant Health and Development Program (IHDP), which consists of simulated outcomes and
covariate data from a real study. We follow a setting of simulation proposed by Hill (2011). In the setting of Hill
(2011), 747 samples with 6 continuous covariates and 19 binary covariates are used. Hill (2011) generated the out-
comes using the covariates artificially. Hill (2011) considered two scenario: response surface A and response surface
B. In response surface A, Hill (2011) generated Yt(1) and Yt(0) as follows:

Yt(0) ∼ N (XtβA, 1),

Yt(1) ∼ N (XtβA + 4, 1),

where elements of βA ∈ R25 were randomly sampled from (0, 1, 2, 3, 4) with probabilities (0.5, 0.2, 0.15, 0.1, 0.05).
In response surface B, Hill (2011) generated Yt(1) and Yt(0) as follows:

Yt(0) ∼ N (exp ((Xt +W )βB) , 1),

Yt(1) ∼ N (XtβB − q, 1)

where W was an offset matrix of the same dimension asXt with every value equal to 0.5, q was a constant to normalize
the average treatment effect conditional on d = 1 to be 4, and elements of βB ∈ R25 were randomly sampled values
(0, 0.1, 0.2, 0.3, 0.4) with probabilities (0.6, 0.1, 0.1, 0.1, 0.1). In the experiments, we randomly chose 500 samples
from the datasets. We show the MSE between θ and θ̂, the standard deviation of MSE (STD), and percentages of
rejections of hypothesis testing using T -statistics at the 150th (mid) round and the 300th (final) periods. Besides, we
also showed the stopping time of the LIL based algorithm (LIL) and multiple testing with BF correction. When using
BF correction, we conducted testing at t = 150, 250, 350, 450. In sequential testing, if we do not reject the hypothesis,
we return the stopping time as 500. The results are shown in Tables 4 and 5.

H.2 Sensitivity Analysis of Hyperparamters

Using Dataset 1 of Section 6, we investigate the sensitivity of the performances against the hyperparameters γ, ζ, and
ρ. We compared A2IPW and MA2IPW estimators with Nadara-Watson estimator under various hyperparameters with
Hahn 50, Hahn 100, and OPT defined in Section 6. The results are shown in 6. In all cases, the proposed estimators
outperforms the existing methods.

H.3 Interpretations

Finally, we discuss the results of each estimator.

DM estimator: First of all, we discuss the results of DM estimator. In almost all experiments, the DM estimator
rejects the null hypothesis with smallest samples. However, it also tend to reject the null hypothesis even when the null
hypothesis is true. Besides, the MSE of DM estimator is larger than the other methods. Therefore, decision making
based on DM estimator might lead us to wrong decision.

Two Step Adaptive Experimental Design: The two step adaptive experimental design proposed by Hahn et al.
(2011) also shows preferable performance. However, compared with the proposed method of this paper, the perfor-
mance seems sub-optimal. We consider that this is because the method cannot reduce the estimation error of the
optimal policy after the first stage of the experiment. Therefore, after the first stage of the experiment, the estimation
error will remain and it reduces the performance. In experiment using IHDP dataset with surface B, the MSE is less
than the proposed method of this paper. However, as shown in Table 5, the sample used in the proposed method in the
experiment is 50 samples less than that of the method of Hahn et al. (2011) in LIL and 15 samples less than that of
the method of Hahn et al. (2011) in BF. This is because the MSE of the proposed method is smaller than the method
of Hahn et al. (2011) in earlier stage than t = 150. We show the MSEs of t = 100, 200, 300, 400 in Table 7. This
is because the proposed method does not require the first stage to estimate the optimal policy and can start assigning
treatments following the estimated optimal start from earlier stage.
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LIL and BF: In the experiments, the sequential testing based on BF correction seems succeed hypothesis test-
ing using less samples than the sequential testing based on LIL-based concentration inequality. However, BF based
sequential testing also tend to reject the null hypothesis even when the null hypothesis is correct (Table 1 and 3).
Therefore, because there is a possibility that the BF-based sequential testing just increases the Type I error, it is also
difficult to decide which method is better.
Remark 10 (Standard and Sequential Hypothesis Testing). The remaining question is whether to use standard or
sequential hypothesis testing. When we want to reject the null hypothesis with a smaller sample size, the sequential
hypothesis testing might be better. However, in the case where the null hypothesis is true, the sequential testing may
not stop if there are infinite samples. Moreover, unlike the standard hypothesis testing, it is not easy to calculate the
sample size. On the other hand, when using the standard hypothesis testing, we can control the test by deciding the
sample size. Thus, each of these methods has advantages and disadvantages, and it is necessary to decide which to use
for each application.
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Table 2: Experimental results using Datasets 3. The best performing method is in bold.

Dataset 3: E[Y (1)] = 0.8, E[Y (0)] = 0.3, std1 = 0.6, std0 = 0.4, θ0 ̸= 0
T = 150 T = 300 ST

MSE STD Testing MSE STD Testing LIL BF

RCT 0.139 0.191 24.2% 0.069 0.102 44.8% 450.1 371.7
A2IPW (K-nn) 0.089 0.127 39.0% 0.042 0.064 69.8% 385.8 296.6
A2IPW (NW) 0.061 0.089 53.8% 0.024 0.033 90.3% 290.5 230.4
MA2IPW (K-nn) 0.087 0.121 42.6% 0.040 0.054 70.2% 378.1 291.4
MA2IPW (NW) 0.060 0.083 53.1% 0.025 0.035 90.8% 292.6 233.6
AdaIPW (K-nn) 0.158 0.214 26.3% 0.076 0.110 46.0% 443.2 365.6
AdaIPW (NW) 0.147 0.202 25.1% 0.080 0.112 46.1% 440.0 367.6
DM (K-nn) 0.167 0.237 90.3% 0.084 0.120 96.0% 57.3 162.6
DM (NW) 0.109 0.156 83.2% 0.044 0.065 96.8% 116.8 173.0
Hahn 50 (K-nn) 0.109 0.152 37.1% 0.049 0.064 65.3% 384.3 312.8
Hahn 50 (NW) 0.080 0.110 44.1% 0.029 0.041 85.4% 306.4 255.2
Hahn 100 (K-nn) 0.133 0.179 30.7% 0.050 0.072 59.7% 409.2 330.6
Hahn 100 (NW) 0.101 0.138 30.1% 0.030 0.041 78.0% 362.8 292.6
OPT 0.007 0.010 100.0% 0.003 0.005 100.0% 55.8 150.0

Table 3: Experimental results using Datasets 4. The best performing method is in bold.

Dataset 3: E[Y (1)] = 0.5, E[Y (0)] = 0.5, std1 = 0.6, std0 = 0.4, θ0 ̸= 0
T = 150 T = 300 ST

MSE STD Testing MSE STD Testing LIL BF

RCT 0.081 0.117 4.5% 0.041 0.056 3.5% 496.3 484.0
A2IPW (K-nn) 0.053 0.073 6.2% 0.024 0.035 5.1% 496.8 474.1
A2IPW (NW) 0.031 0.044 5.2% 0.012 0.017 6.1% 495.6 477.0
MA2IPW (K-nn) 0.048 0.065 5.1% 0.024 0.035 4.9% 495.8 477.5
MA2IPW (NW) 0.029 0.042 4.3% 0.011 0.015 4.4% 498.1 477.6
AdaIPW (K-nn) 0.091 0.120 4.7% 0.048 0.067 6.1% 496.0 475.2
AdaIPW (NW) 0.098 0.132 5.1% 0.049 0.066 5.9% 497.2 474.6
DM (K-nn) 0.101 0.155 84.1% 0.049 0.075 87.2% 102.9 190.4
DM (NW) 0.057 0.086 53.6% 0.023 0.034 57.6% 299.9 306.1
Hahn 50 (K-nn) 0.054 0.076 4.5% 0.025 0.034 5.4% 492.7 474.2
Hahn 50 (NW) 0.033 0.047 4.9% 0.014 0.018 5.4% 495.3 480.2
Hahn 100 (K-nn) 0.065 0.092 5.8% 0.028 0.040 5.4% 495.1 472.6
Hahn 100 (NW) 0.041 0.055 3.8% 0.014 0.019 3.5% 496.5 484.8
OPT 0.004 0.005 4.5% 0.002 0.003 4.5% 497.4 482.3

38



Efficient Adaptive Experimental Design
for Average Treatment Effect Estimation A PREPRINT

Table 4: Experimental results using IHDP dataset with surface A. The best performing method is in bold.

IHDP dataset with surface A, θ0 = 4 ̸= 0
T = 150 T = 300 ST

MSE STD Testing MSE STD Testing LIL BF

RCT 0.674 1.066 60.4% 0.333 0.562 93.4% 355.4 228.0
A2IPW (K-nn) 0.606 0.891 99.6% 0.310 0.500 100.0% 86.3 150.5
A2IPW (NW) 0.485 0.740 99.8% 0.202 0.311 100.0% 76.2 150.2
MA2IPW (K-nn) 0.599 0.961 99.5% 0.275 0.432 100.0% 84.6 150.5
MA2IPW (NW) 0.484 0.688 99.9% 0.214 0.317 100.0% 74.7 150.1
AdaIPW (K-nn) 3.287 5.293 63.7% 1.626 2.681 84.8% 293.6 231.8
AdaIPW (NW) 3.694 6.056 61.5% 1.770 2.896 84.7% 302.6 231.1
DM (K-nn) 1.138 1.745 99.9% 0.578 0.892 100.0% 15.1 150.1
DM (NW) 0.999 1.427 100.0% 0.454 0.623 100.0% 26.4 150.0
Hahn 50 (K-nn) 0.725 1.164 93.7% 0.320 0.491 100.0% 165.9 156.7
Hahn 50 (NW) 0.563 0.872 95.8% 0.277 0.433 100.0% 154.5 154.2
Hahn 100 (K-nn) 0.748 1.217 79.4% 0.314 0.494 99.9% 214.6 173.2
Hahn 100 (NW) 0.534 0.775 82.6% 0.238 0.341 100.0% 204.6 168.1

Table 5: Experimental results using IHDP dataset with surface B. The best performing method is in bold.

IHDP dataset with surface B, θ0 ̸= 0
T = 150 T = 300 ST

MSE STD Testing MSE STD Testing LIL BF

RCT 4.522 19.635 53.9% 2.492 9.903 72.7% 355.3 274.4
A2IPW (K-nn) 5.153 33.698 84.5% 2.683 13.545 90.6% 147.7 186.2
A2IPW (NW) 4.379 23.713 84.3% 2.198 11.874 91.0% 142.9 185.0
MA2IPW (K-nn) 4.797 21.194 83.9% 2.496 10.330 90.7% 145.5 186.8
MA2IPW (NW) 4.721 18.190 84.3% 2.724 13.127 90.9% 144.% 184.4
AdaIPW (K-nn) 11.376 44.898 55.4% 6.658 29.222 71.5% 308.0 265.6
AdaIPW (NW) 11.674 45.069 56.6% 5.428 15.496 70.9% 311.7 264.4
DM (K-nn) 7.065 23.954 98.1% 3.892 14.737 98.8% 18.7 152.1
DM (NW) 7.410 30.313 94.1% 3.821 16.227 96.5% 53.0 162.6
Hahn 50 (K-nn) 4.309 14.939 76.5% 2.190 7.920 89.0% 211.6 200.3
Hahn 50 (NW) 4.650 19.511 75.5% 2.649 12.263 88.1% 209.7 203.4
Hahn 100 (K-nn) 3.627 13.561 64.4% 2.985 19.012 85.9% 256.9 224.1
Hahn 100 (NW) 3.858 16.541 66.5% 2.536 16.547 86.8% 251.5 217.7
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Table 6: Experimental results of sensitivity analysis using Dataset 1.

T = 150 T = 300 ST
γ ζ ρ MSE STD Testing MSE STD Testing LIL BF

A2IPW t−1/2 - 50 0.064 0.092 51.4% 0.025 0.035 88.1% 303.8 239.8
A2IPW t−1/1.5 - 50 0.063 0.091 51.2% 0.025 0.037 89.5% 303.7 240.0
A2IPW t−1 - 50 0.062 0.090 50.8% 0.024 0.035 88.8% 306.5 239.2
A2IPW t−1/1.5 - 10 0.073 0.106 47.9% 0.027 0.037 84.6% 324.2 254.7
A2IPW t−1 - 10 0.072 0.098 42.2% 0.028 0.039 83.1% 333.4 265.0
MA2IPW t−1/2 t−1/1.5 50 0.062 0.085 52.7% 0.023 0.033 90.2% 303.3 236.6
MA2IPW t−1/1.5 t−1 50 0.064 0.094 52.2% 0.025 0.035 88.7% 301.5 240.5
MA2IPW t−1/1.5 t−2 50 0.055 0.074 49.4% 0.024 0.032 88.4% 311.8 243.4
MA2IPW t−1 t−1 50 0.064 0.087 49.2% 0.023 0.031 86.8% 310.9 245.6
MA2IPW t−1 t−2 50 0.062 0.093 49.2% 0.024 0.034 88.7% 309.3 245.0
MA2IPW t−1/1.5 t−1 10 0.067 0.096 47.6% 0.025 0.036 86.3% 319.8 250.6
MA2IPW t−1/1.5 t−2 10 0.069 0.092 45.9% 0.028 0.038 84.8% 322.8 254.1
MA2IPW t−1 t−1 10 0.074 0.105 48.4% 0.027 0.037 84.6% 324.6 253.3
MA2IPW t−1 t−2 10 0.071 0.103 46.2% 0.026 0.038 84.7% 326.0 254.7
Hahn 50 - - 50 0.085 0.128 45.7% 0.033 0.046 82.8% 313.1 257.0
Hahn 100 - - 100 0.107 0.146 32.1% 0.036 0.050 75.2% 365.3 294.6
OPT - - - 0.007 0.011 100.0% 0.004 0.006 100.0% 64.1 150.0

Table 7: Experimental results of MSEs in IHDP dataset with surface B.

T = 100 T = 200 T = 300 T = 400
MSE STD MSE STD MSE STD MSE STD

RCT 8.491 3.605 2.492 9.903 4.522 9.903 4.522 9.903
A2IPW (K-nn) 7.232 5.172 2.683 13.545 5.153 13.545 5.153 13.545
A2IPW (NW) 7.256 3.361 2.198 11.874 4.379 11.874 4.379 11.874
MA2IPW (K-nn) 8.917 2.463 2.496 10.330 4.797 10.330 4.797 10.330
MA2IPW (NW) 9.003 3.768 2.724 13.127 4.721 13.127 4.721 13.127
AdaIPW (K-nn) 17.088 10.332 6.658 29.222 11.376 29.222 11.376 29.222
AdaIPW (NW) 16.873 9.245 5.428 15.496 11.674 15.496 11.674 15.496
DM (K-nn) 9.323 9.768 3.892 14.737 7.065 14.737 7.065 14.737
DM (NW) 10.128 10.429 3.821 16.227 7.410 16.227 7.410 16.227
Hahn 50 (K-nn) 8.323 2.632 2.190 7.920 4.309 7.920 4.309 7.920
Hahn 50 (NW) 9.543 3.889 2.649 12.263 4.650 12.263 4.650 12.263
Hahn 100 (K-nn) 9.249 3.953 2.985 19.012 3.627 19.012 3.627 19.012
Hahn 100 (NW) 8.674 5.507 2.536 16.547 3.858 16.547 3.858 16.547
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